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 يرامعم	)3 ،یعونصم شوه )2 ،رازفامرن )1 :اهشیارگ ناونع رتویپماک ملع و یسدنهم :هتشر مان
 ياههکبش )5 ،تابساحم و اهمتیروگلا )4 ،يرتویپماک ياهمتسیس
 ءایشا تنرتنیا	)8 و هداد ملع	)7 ،نما شنایار )6 ،يرتویپماک

 یصصخت يرتکد و هتسویپان دشرا یسانشراک :یلیصحت هرود  یسدنهم و ینف :یلیصحت هورگ

 )اهشیارگ رییغت و عیمجت ،ناونع رییغت هارمه هب( يرگنزاب :هبوصم عون تاعلاطا يروانف و رتویپماک یسدنهم :یلیصحت هورگریز

 16/10/1403 :بیوصت خیرات تاعلاطا يروانف و رتویپماک یسدنهم یصصخت هورگراک:يداهنشیپ
 

 ياهشیارگ رتویپماک ملع و یسدنهم هتشر هتسویپان دشرا یسانشراک هرود هتفای ناونع رییغت و هدشيرگنزاب یسرد همانرب
 ،يرتویپماک ياههکبش	)5 ،تابساحم و اهمتیروگلا	)4 ،يرتویپماک ياهمتسیس يرامعم	)3 ،یعونصم شوه	)2 ،رازفامرن	)1
 هسلج رد )شیارگ نودب( رتویپماک ملع و یسدنهم هتشر یصصخت يرتکد هرود و ءایشا تنرتنیا	)8 ،هداد ملع	)7 ،نما شنایار	)6
 :دش بیوصت ریز حرش هب یشزومآ يزیرهمانرب یلاع ياروش 16/10/1403 خیرات 972 هرامش

 یلاع شزومآ تاسسوم و اههاگشناد رد یسرد همانرب نیا بیوصت زا سپ هک ینایوجشناد يارب یسرد همانرب نیا -کی هدام
 .تسا ارجا لباق ،دنوشیم هتفریذپ
 یعونصم شوه	)2 ،رازفامرن	)1 ياهشیارگ رتویپماک یسدنهم هتشر هتسویپان دشرا یسانشراک هرود یسرد ياههمانرب –ود هدام
  خیرات 164 هسلج بوصم يربیاس تینما )5 ،يرتویپماک ياههکبش )4 ،يرتویپماک ياهمتسیس يرامعم )3 ،کیتابر و

 يزیرهمانرب یلاع ياروش 08/11/1401 خیرات 956 هسلج بوصم ءایشا تنرتنیا )6 ،یشزومآ يزیرهمانرب نویسیمک 08/12/1400
 تابساحم و اهمتیروگلا هتشر ،یشزومآ يزیرهمانرب یلاع ياروش 20/05/1399 خیرات 931 هسلج بوصم هداد	مولع	)7 ،یشزومآ
 یسدنهم هتشر یصصخت يرتکد هرود یسرد همانرب و یشزومآ يزیرهمانرب یلاع ياروش 16/03/1394 خیرات 861 هسلج بوصم
 858 هسلج بوصم تابساحم و متیروگلا هتشر ،یشزومآ يزیرهمانرب نویسیمک 05/12/1400 خیرات 164 هسلج بوصم رتویپماک
 و يرتویپماک ياههکبش	)1 ياهشیارگ تاعلاطا يروانف یسدنهم هتشر ،یشزومآ يزیرهمانرب یلاع ياروش 18/11/1393 خیرات

 ،یسرد همانرب نیا بیوصت زا شیپ ات هباشم یسرد ياههمانرب همه و 22/10/1386 خیرات 665 هسلج بوصم تاعلاطا تینما	)2
  .دوشیم اهنآ نیزگیاج ،دیدج ناونع اب هدشيرگنزاب یسرد همانرب و هدش خوسنم
تسا  ولودج ،یلک تاصخشم :لصف هس رد یسرد همانرب نیا -هس هدام هدش  میظنت  سورد  لصفرس  یسرد و  ياهدحاو  ياه 

هاگشناد رد ارجا سپ یلاع شزومآ تاسسوم و اه ریاس و یلاع شزومآ شرتسگ ياروش زا وجشناد شریذپ زوجم ذخا زا  يارب
 یم غلابا ،يروانف و تاقیقحت ،مولع ترازو بوصم تاررقم و طباوض .دوش

 تروص رد ،نآ زا سپ و تسا ارجا لباق لاس 5 تدم هب 1405-1404 یلیصحت لاس عورش زا یسرد همانرب نیا -راهچ هدام
 .دراد يرگنزاب هب زاین ،هطوبرم یصصخت هورگراک صیخشت

 
 هداز یقن اضر رتکد

 یلاع شزومآ يزیر همانرب رتفد لک ریدم
 

 يدحاو	لضفلاوبا رتکد
  یشزومآ يزیرهمانرب یلاع ياروش ریبد و یشزومآ نواعم

 



 
 
 )ابفلا فورح بیترت هب( :همانرب يرگنزاب و نیودت هتیمک ياضعا
 

 فیرش یتعنص هاگشناد یملع تئیه وضع  یباسح نیهاش رتکد
 یتشهب دیهش هاگشناد یملع تئیه وضع  یقیقح نسح رتکد
 ریبکریما یتعنص هاگشناد یملع تئیه وضع  شخبافص اضر رتکد
 فیرش یتعنص هاگشناد یملع تئیه وضع  هداز یبارض دیمح رتکد
 نارهت هاگشناد یملع تئیه وضع  یهگراک يدهم رتکد
 دهشم یسودرف هاگشناد یملع تئیه وضع  یناهاک نسحم رتکد
 ناریا تعنص و ملع هاگشناد یملع تئیه وضع  ییانیم زورهب رتکد
 
 )ابفلا فورح بیترت هب( :یلصا ناراکمه
 

 دهشم یسودرف هاگشناد یملع تئیه وضع  بسن يداشرا اراس رتکد
 فیرش یتعنص هاگشناد یملع تئیه وضع  ریگناهج نیسحریما رتکد
 ناریا تعنص و ملع هاگشناد یملع تئیه وضع  یمکح لاصو رتکد
 نارهت هاگشناد یملع تئیه وضع  يورسخ نیتمار رتکد
 فیرش یتعنص هاگشناد یملع تئیه وضع  نابهر نیسحدمحم رتکد
 ریبکریما یتعنص هاگشناد یملع تئیه وضع  يرایرهش اضردیمح رتکد
 
 همانرب يرگنزاب و نیودت هتیمک طسوت و هدش هیهت راکمه ياههاگشناد یملع تئیه ياضعا طسوت همانرب نیا سورد لصفرس
 .تسا هدش شیاریو



 

 
 

  

 لوا لصف
 یسرد همانرب یلک تاصخشم
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  همدقم
 يرظن میهافم و لوصا يهعلاطم هب )Computer Science and Engineering( رتویپماک ملع و یسدنهم يهتشر
 يهرتسگ هتشر نیا .دزادرپیم يرتویپماک ياهمتسیس تیریدم و يزاسهنیهب ،يزاسهدایپ ،یحارط يارب زاین دروم ینف و
 يروانف ،یعونصم شوه ،تابساحم و اهمتیروگلا ،رازفامرن یسدنهم ،رتویپماک يرامعم هلمج زا ،تاعوضوم زا یعیسو
 تابساحم و یموتناوک شنایار ،ءایشا تنرتنیا ،کیتابر ،اههداد لیلحت ،يربیاس تینما ،يرتویپماک ياههکبش ،تاعلاطا
 .دریگیم رب رد ار یتسیز
 تارییغت شوختسد ،یملع تلاوحت و يروانف ياهتفرشیپ اب ندش ماگمه يارب اهلاس یط هتشر نیا یسرد ياههمانرب
 و نییاپ حطس یسیونهمانرب ياهنابز رب شزومآ زکرمت ،رتویپماک ملع روهظ ياهلاس نیتسخن رد .تسا هدش موادم
 لماش و دنتفای هعسوت زور ياهزاین اب بسانتم یسرد ياههمانرب ،هزوح نیا عیرس دشر اب اما .دوب نیشام حطس يرامعم
 تاعلاطا تینما و اههداد لیلحت ،نیون یتابساحم ياهلدم ،هتفرشیپ يرازفامرن ياههناماس یحارط نوچمه یتاعوضوم
 .دندش
 ًلاامتحا هک دنتسه هجاوم ياهدنیآ يارب نایوجشناد يزاسهدامآ شلاچ اب رتویپماک ملع و یسدنهم ياههمانرب هزورما
 زهجم ییاهتراهم هب دیاب ،اهيروانف نیرتدیدج اب ندنام زورهب رب هولاع نایوجشناد .تسا لاح نامز زا توافتم رایسب
 ياههمانرب مظنم روط هب تسا مزلا لیلد نیمه هب .دنوش راگزاس عقومهب دیدج ياهتصرف و اهشلاچ اب دنناوتب هک دنوش
 تفایرد نمض نایوجشناد هک دوش لصاح نانیمطا ات دنوش يرگنزاب و یسررب رتویپماک ملع و یسدنهم يهتشر یسرد
 زهجم هعسوت لاح رد تعرس هب يهتشر نیا ياهتصرف و اهشلاچ اب هلباقم يارب یبوخ هب ،نکمم شزومآ نیرتهب
 .دش دنهاوخ
 ياهدنور اب ییاتسارمه رب هولاع تسا هدش شلات ،رتویپماک ملع و یسدنهم یلیمکت تلایصحت دیدج يهمانرب یحارط رد
 ياهدرادناتسا نتفرگ رظن رد اب همانرب نیا ،نینچمه .دوش هداد خساپ زین روشک یتعنص و یملع ياهزاین هب ،يروانف نیون
 يارب ار دمآراک و زورهب شزومآ يهنیمز ،ناهج ربتعم ياههاگشناد یسرد ياههمانرب زا نتفرگ وگلا و یللملانیب
 .دنکیم مهارف نایوجشناد
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 دشرا یسانشراک هرود -فلا

  فادها و فیرعت  -1
 تهج یشهوژپ هرود هارمه هب يرظن ياهسرد زا ياهعومجم لماش رتویپماک ملع و یسدنهم دشرا یسانشراک يهرود
 ياهزرم رد هچنآ هعسوت و كرد تهج یفاک هنیمز هک تسا هزوح نیا ناصصختم	یبرجت و يرظن تاعلاطا قیمعت
 مزلا ییاناوت هک تسا يدارفا تیبرت هرود نیا فده .دروآیم مهارف ار درذگیم اههتشر نیا رد رضاح لاح رد يروانف
 ناگتخومآ شنادً انمض دنشاب هتشاد ار هطوبرم شیارگ هنیمز رد یصصخت ياههژورپ يارجا رب تراظن و یحارط تهج
 .دنتسه اراد ار دنوشیم هجاوم نآ اب دوخ یصصخت هنیمز رد هک ار یلئاسم لح تهج یفاک یشهوژپ ناوت هرود نیا
 ،همادا رد هک تسا یشهوژپ هنیمز و شیارگ تشه رب لمتشم رتویپماک ملع و یسدنهم دشرا یسانشراک ياههرود
 .تسا هدمآ راصتخا هب کی ره یلک تاصخشم و فادها

 رازفامرن شیارگ •
 ،رازفامرن دیلوت ياهشور هلمج زا ،رازفامرن يهزوح اب طبترم تاعوضوم زا یعیسو فیط اب نایوجشناد شیارگ نیا رد
 انشآ رازفامرن راکدوخ دیلوت و تیفیک نیمضت ،رازفامرن تست ،يرازفامرن ياهمتسیس ،رازفامرن يرامعم و یحارط
 يایند ياههژورپ اب زارتمه ياههژورپ يور راک اب ات تشاد دنهاوخ ار تصرف نیا نایوجشناد نینچمه .دش دنهاوخ
 .دنریگ راک هب یعقاو تلاکشم لح يارب ار دوخ شناد ،یعقاو

 یعونصم شوه شیارگ •
 ياههناماس يهعسوت و ،یحارط ،يرظن كرد يارب مزلا ياهییاناوت و شناد هب نایوجشناد زیهجت شیارگ نیا زا فده
 ياهنابز شزادرپ ،نیشام يریگدای ،رامآ و یضایر يرظن ياهسرد ،هرود نیا یسرد يهمانرب .تسا دنمشوه
 ،يرظن طلست رب هولاع هک دوشیم لماش ياهنوگ هب ار یعونصم شوه ياههنیمز ریاس و نیشام ییانیب ،یعیبط
 .دنشاب هتشاد زین ار اهلحهار ققحت و يزاسهدایپ و هلئسم لح و شهوژپ هبرجت نایوجشناد

 يرتویپماک ياهمتسیس يرامعم شیارگ •
 رد يرتویپماک ياهمتسیس لیلحت و یحارط يارب نایوجشناد رد مزلا ياهيدنمناوت داجیا شیارگ نیا زا فده
 ،يرتویپماک ياهمتسیس يرامعم هب ناوتیم شیارگ نیا مهم ياههنیمز هلمج زا .تسا يرامعم و متسیس حوطس
 ،یطابترانایم ياههکبش ،يرتویپماک ياههکبش يرامعم ،يزاوم شزادرپ ،عمتجم ياهرادم لیلحت و یحارط
 .درک هراشا هشارت يور رب متسیس یحارط و یکیزیفایار ياهمتسیس ،هتفهن ياهمتسیس ،ءایشا تنرتنیا

 تابساحم و اهمتیروگلا شیارگ •
 رد فلتخم لئاسم يارب اراک ياهمتیروگلا یحارط و لیلحت يارب مزلا تراهم و شناد داجیا شیارگ نیا زا فده
 اهمتیروگلا یحارط فلتخم ياهشور اب ییانشآ نمض شیارگ نیا رد نایوجشناد .تسا يرظن و يدربراک ياههزوح
 زین و هدشعیزوت و يزاوم تابساحم ریظن نیون یتابساحم ياهلدم اب ،یفداصت و یبیرقت ياهمتیروگلا هلمج زا
 .دش دنهاوخ انشآ میجح ياههداد لیلحت و شزادرپ ياهشور
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 يرتویپماک ياههکبش شیارگ •
 ياهطیحم و اهدربراک رد يرتویپماک ياههکبش عاونا هنیمز رد مزلا يدربراک و هیاپ شناد هیارا روظنم هب شیارگ نیا
 هدش یحارط هزوح نیا رد يدربراک و یملع ياهکینکت و اهسیورس و اهيژولونکت يریگدای و فلتخم یتابساحم
 ،لیلحت ،تیریدم ییاناوت ،هزوح نیا رد مزلا رحبت و شناد زا يرادروخرب اب هک تسا يدارفا تیبرت نآ فده و تسا
  .دنشاب هتشاد ار فلتخم ياهدربراک رد يرتویپماک ياههکبش عاونا ياقترا و هعسوت ،يزاسهدایپ ،یحارط

 نما شنایار شیارگ •
 هعلاطم تاعلاطا لدابت ياههکبش و تاعلاطا شزادرپ ياهمتسیس يارب تینما نیمأت یلک داعبا شیارگ نیا رد
 هار دنناوتب یتاعلاطا ياهمتسیس عاونا تینما نیمأت روظنم هب هک تسا يدارفا تیبرت شیارگ نیا زا فده .دوشیم
 یبایزرا و يزاسهدایپ ،یحارط دنناوتب مزلا يروئت كرد و یلمع رحبت نتشاد اب و دنهد هئارا يدربراک ياهلح
 ،شزادرپ لاح رد ،هدشهریخذ( فلتخم تلااح رد ار تاعلاطا تینما نیمات يارب مزلا ياههیور و اهشور ،میهافم
 .دنزاس یلمع )لاقتنا لاح رد و

 هداد ملع شیارگ •
 هدش یحارط هداد یسدنهم و هداد ملع ياهکینکت و اهرازبا ،میهافم اب نایوجشناد ییانشآ فده اب شیارگ نیا
 و اههداد زا شناد و شنیب جارختسا ،هداد هدیچیپ لئاسم يور رب راک ییاناوت هرود نیا ناگتخومآشناد .تسا
 يارب مزلا شناد و تراهم هب هجیتن رد .تشاد دنهاوخ ار روحمهداد ياهشور زا هدافتسا اب هناهاگآ يریگمیمصت
 .دش دنهاوخ زهجم هداد دنمشناد و هداد سدنهم ،هداد رگلیلحت هلمج زا ،اههداد اب طبترم لغاشم رد تیقفوم

 ءایشا تنرتنیا شیارگ •
 رد لصتم و دنمشوه ياهمتسیس تیریدم و هعسوت ،یحارط يارب مزلا تراهم و شناد داجیا شیارگ نیا زا فده
 و اهلکتورپ ،یطابترا ياههکبش ،ءایشا تنرتنیا يرامعم اب نایوجشناد شیارگ نیا رد .تسا ءایشا تنرتنیا هزوح
 ياهيروانف زا يریگهرهب اب دنناوتب ات دنوشیم انشآ ءایشا تنرتنیا رد تینما و هداد لیلحت ،هدافتسا دروم ياهرتسب
 .دنهد هئارا یتعنصریغ و یتعنص ياهدربراک يارب هناروآون و دمآراک ياهلحهار ،نیون

 ترورض و تیمها  -2
 یگدنز زا یعیسو ياههبنج رد و تسا لماکت و دشر لاح رد تعرس هب هک تسا ياهتشر رتویپماک ملع و یسدنهم
 ،لقن و لمح و یکشزپ ياهمتسیس ات هتفرگ دنمشوه ياهرازبا و یعامتجا ياههکبش زا .دنکیم افیا یمهم شقن نردم
 يارب يدایز ياضاقت ،هجیتن رد .مینکیم هیکت اهنآ هب زور ره هک تسا ییاهيروانف زا يرایسب بلق رد رتویپماک
 يزاسهدایپ و یحارط ار نما و دنمشوه ،هدیچیپ يرتویپماک ياههناماس دنناوتب هک دراد دوجو رهام رتویپماک ناصصختم
 .دننک
 ياههنیمز یمامت رد اناوت ینیصصختم دنمزاین ام روشک هزورما ،رتویپماک ياهدربراک نوزفازور شرتسگ هب هجوت اب
 ناگتخومآشناد هب »رتویپماک ملع و یسدنهم« یلیمکت تلایصحت يهمانرب .تسا تاعلاطا يروانف و رتویپماک اب طبترم
 یعقاو يایند هدیچیپ لئاسم لح يارب ،يروانف نیا يدربراک و يرظن داعبا رب طلست اب هک دهدیم ار ناکما نیا دوخ
 .دنزاس عفترم هنیمز نیا رد ار روشک نوزفازور ياهزاین و دنوش هدامآ
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  یسرد ياهدحاو عون و دادعت  -3
 ریز حرش هب یسرد دحاو 32 رب لمتشم و لاس ود لوط هب ياهرود رتویپماک ملع و یسدنهم دشرا یسانشراک يهرود
 .تسا

 

 اهدحاو عیزوت -)1( لودج

 دحاو دادعت سرد عون
 14 یمازلا یصصخت
 12  يرایتخا یصصخت

 6 هماننایاپ
 32 عمج

 

 رظندروم شیارگ یمازلا یصصخت سورد لودج زا يدحاو هس يرظن سرد 4 لماش شیارگ ره یمازلا یصصخت سورد
 يدحاو هس يرظن سرد 4 لماش شیارگ ره يرایتخا یصصخت سورد .تسا دشرا یسانشراک رانیمس دحاو 2 يهولاع هب
 .دوشیم ذخا شیارگ نآ یمازلا یصصخت ای يرایتخا یصصخت سورد لودج زا هک تسا
 »هژیو ثحابم« ناونع ياراد سورد سبلایس ،اهشیارگ مامت رد .تسا هدمآ مود لصف رد شیارگ ره سورد تسرهف
  .دوش نیودت يرجم هاگشناد طسوت هاگشناد تیرومام و شیامآ اب بسانتم دناوتیم

 هرود هب دورو طباوض و طیارش  -4
 ای و رتویپماک ملع و یسدنهم هتشر یسانشراک ناگتخومآشناد نیب زا و يدورو نومزآ قیرط زا هرود نیا نایوجشناد
 دادعت تیدودحم هب هجوت اب .دنوشیم باختنا يروانف و تاقیقحت ،مولع ترازو طباوض اب	قباطم و طبترم ياههتشر
 و یضایر مولع ياههتشر زین و یسدنهم ياههتشر یسانشراک عطقم زا طقف دنناوتیم نایوجشناد ،یناربج سورد
 .دنوش رتویپماک ملع و یسدنهم دشرا یسانشراک هرود دراو کیزیف
 .تسا ریز حرش هب يرسارس نومزآ رد هتشر نیا یناحتما سورد نیوانع

 
  هتسویپان دشرا یسانشراک يدورو نومزآ یناحتما داوم -)2( لودج

 بیرض سورد تسرهف هعومجم
 1 یصصخت و یمومع نابز یسیلگنا نابز
 2 یطخ ربج ،یسدنهم لامتحا و رامآ ،هتسسگ تایضایر تایضایر
 اهراتخاسهداد ،رتویپماک يرامعم ،یقطنم ياهرادم ،يزاسهمانرب و رتویپماک ینابم یصصخت سورد

 یعونصم شوه ،لماع ياهمتسیس ،اهنیشام و اهنابز هیرظن ،اهمتیروگلا و
4 
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 یناربج سورد
 دوخ شیارگ زایندروم یسانشراک سورد زا یخرب رتویپماک ملع و یسدنهم دشرا یسانشراک يوجشناد هک یتروص رد
  یناربج سورد ناونع هب دشرا یسانشراک هرود رد ار سرد 4 رثکادح ریز سورد نیب زا تسا مزلا ،دشاب هدنارذگن لابق ار
 نایاپ ات رثکادح ،دوشیم هئارا هاگشناد نامه یسانشراک عطقم رد افرص هک یسورد نیب زا هطوبرم یشزومآ هورگ رظن اب
 .دنارذگب دوخ لیصحت لوا لاس

 

 یناربج سورد شیارگ
 ،رتویپماک يرامعم ،اههداد هاگیاپ یحارط ،رازفامرن یسدنهم ،اهمتیروگلا یحارط رازفامرن

 لماع ياهمتسیس
 و اهلانگیس ،یعونصم شوه ،اهمتیروگلا یحارط ،یسدنهم لامتحا و رامآ ،یطخ ربج یعونصم شوه

 اهمتسیس
 ياهمتسیس يرامعم
 يرتویپماک

 ياهرادم یحارط ،لماع ياهمتسیس ،لاتیجید ياهمتسیس یحارط ،رتویپماک يرامعم
 مکارترپ عمتجم

 یحارط ،یسدنهم لامتحا و رامآ ،اهمتیروگلا و اهراتخاسهداد ،هتسسگ تایضایر تابساحم و اهمتیروگلا
 اهنیشام و اهنابز هیرظن ،اهمتیروگلا

 ،اهمتیروگلا یحارط ،اهمتسیس و اهلانگیس ،يرتویپماک ياههکبش ،لماع ياهمتسیس يرتویپماک ياههکبش
 یسدنهم لامتحا و رامآ

 ،اههداد هاگیاپ یحارط ،يرتویپماک ياههکبش ،لماع ياهمتسیس ،هتسسگ تایضایر نما شنایار
 رتویپماک يرامعم ،يرتویپماک ياهمتسیس تینما ،رازفامرن یحارط و لیلحت

 ،یطخ ربج ،یسدنهم لامتحا و رامآ ،اههداد هاگیاپ یحارط ،اهمتیروگلا یحارط هداد ملع
 هتفرشیپ يزاسهمانرب

 تینما ،گنردیب و هتفهن ياهمتسیس ،يرتویپماک ياههکبش ،لماع ياهمتسیس ءایشا تنرتنیا
 يرتویپماک ياهمتسیس

 ناگتخومآشناد زا راظتنا دروم یگتسیاش و ییاناوت ،شقن  -5
 ریز ياهيدنمناوت و اهیگتسیاش ،اهتراهم ياراد رتویپماک ملع و یسدنهم یلیمکت تلایصحت هرود ناگتخومآشناد
 .دوب دنهاوخ

 

 طبترم سورد هنومن یمومع ياهيدنمناوت و اهیگتسیاش ،اهتراهم 
 )يریوصت و يراتشون ،یهافش( رثوم طابترا يرارقرب 1

 یمومع و ياهفرح طیحم رد
 هداد يزاسروصم ،دشرا یسانشراک رانیمس

 اب یسدنهم لئاسم لح و يدنبلومرف ،ییاسانش 2
 یملع و یضایر لوصا يریگراکب

 یمتیروگلا هیرظن ،هداد يرامآ لیلحت ،يدربراک تایبیکرت
 اهفارگ
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 و جارختسا ،اهشیامزآ يارجا و يزادناهار ،یحارط 3
 تواضق ساسا رب بسانم يریگهجیتن و اههداد لیلحت
 یسدنهم حیحص

 هدادنلاک لیلحت ،هداد يرامآ لیلحت

 کی عفر تهج ،دنیارف ای متسیس ،هلیسو کی یحارط 4
 لیبق زا هنایارگعقاو دویق ندرک ظاحل اب ،صخشم زاین
 ،یطیحمتسیز ،ینمیا ،يداصتقا ياهتیدودحم
 ... ،یقلاخا ،یعامتجا

 ،هداد یصوصخ میرح و تینما ،هتفرشیپ رازفامرن یسدنهم
 فرصممک لاتیجید ياهمتسیس یحارط

 ياهصصخت اب دارفا رانک رد یمیت رثوم راک تیلباق 5
 توافتم

 رازفامرن لیلحت و نومزآ ،گرزبسایقم يرازفامرن ياهمتسیس
 هتفرشیپ

 یناسرزور هب ،رمتسم يریگدای تیلباق و تیمها كرد 6
 طیارش زا یهاگآ و دیدج شناد بسک ،تاعلاطا
 رصاعم

 هتفرشیپ ياهمتیروگلا ،يزاسهنیهب ياهشور
 

 ياهرازبا و ،اهتراهم ،اهيروانف زا هدافتسا ییاناوت 7
 یسدنهم ياهتیلاعف رد نردم

 هداد يرامآ لیلحت ،يربا شنایار ،نیشام يریگدای

 هاگیاج رد یقلاخا و ياهفرح ياهتیلوئسم تخانش 8
 و يداصتقا ،یعامتجا تاریثات كرد و یسدنهم
 یسدنهم ياهتیلاعف یطیحمتسیز

 یصوصخ میرح و تینما ،هداد ملع رد اهکینکت و لوصا
 فرصممک لاتیجید ياهمتسیس یحارط ،هداد

 طبترم سورد هژیو ياهيدنمناوت و اهیگتسیاش ،اهتراهم 

 ،اهفارگ یمتیروگلا هیرظن ،هتفرشیپ ياهمتیروگلا  متیروگلا هب اهلحهار لیدبت و هلئسم لح تراهم 9
 یبیرقت ياهمتیروگلا

 سایقم رد يرتویپماک ياهرازفامرن هعسوت و یحارط 10
 گرزب و کچوک

 هاگیاپ ،هتفرشیپ رازفامرن لیلحت و نومزآ ،رازفامرن يرامعم
 هتفرشیپ ياههداد

 یحارط يهوحن و رتویپماک راتخاس اب قیمع ییانشآ 11
 اههدنزادرپ

 مکارترپ عمتجم ياهرادم یحارط ،هتفرشیپ رتویپماک يرامعم
 لاتیجید ياهمتسیس زتنس ،هتفرشیپ

 ،یلماعدنچ ياهمتسیس ،قیمع يریگدای ،نیشام يریگدای دنمشوه ياههناماس یحارط و يزاسدنمشوه 12
 یتیوقت يریگدای

 و یلحم یطابترا ياههکبش تخاس و یحارط 13
 ینامزاس

 ياههکبش تیریدم ،هتفرشیپ يرتویپماک ياههکبش
 يرتویپماک ياههکبش تینما ،يرتویپماک

 و طسوتم داعبا رد اههداد لیلحت و شزادرپ ییاناوت 14
  گرزب

 ،هدادنلاک شزادرپ ،هدادنلاک لیلحت ،هداد لیلحت
 هداد يرامآ يریگدای ،هداد يزاسروصم

 و دیلوت يهتفرشیپ ياهشور و لوصا اب ییانشآ 15
 رازفامرن هعسوت

 و يزاسلدم ،رازفامرن زتنس ،هتفرشیپ رازفامرن یسدنهم
 يروص یباییتسرد

 يزاوم ياهمتیروگلا ،يربا شنایار ،هدشعیزوت ياهمتسیس هدشعیزوت و يزاوم ياهمتسیس اب ییانشآ 16

 نما هعسوت ،يرازفامرن ياهمتسیس تینما ،رتویپماک تینما نما ياههناماس داجیا 17
 یتینما ياهلکتورپ ،رازفامرن

 ،تابر يربوان و یبایناکم ،نادرگدوخ كرحتم ياهتابر کیتابر ياهمتسیس اب ییانشآ 18
 تابر اب ناسنا لماعت

 قطنم ،یگدیچیپ هیرظن ،هتفرشیپ تابساحم هیرظن يریذپهبساحم و تابساحم يرظن ینابم اب ییانشآ 19
 یتابساحم

 ياههریجنز ،يربا شنایار ،نیشام يریگدای ،ءایشا تنرتنیا يروهرهب رد نآ شقن و لاتیجید لوحت اب ییانشآ 20
 یکیزیفایار ياهمتسیس ،هدادنلاک شزادرپ ،یکولب
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 هدنیآ و لاح یلغش ياههنیمز  -6
 ریز رد .تسا عونتم و هدرتسگ رایسب رتویپماک ملع و یسدنهم هتشر ناگتخومآشناد يارب دوجوم یلغش ياههنیمز
 .تسا هدش رکذ یلاغتشادوخ و یمادختسا لغاشم کیکفت هب اهتصرف نیا زا ياهنومن
 

 یلاغتشادوخ ياهتصرف یمادختسا یلغش ياهتصرف
 (freelanncer) دازآ سیونهمانرب رازفامرن سدنهم
 رازفامرن هدنهدهعسوت هداد لیلحت صصختم

 ياهنایار ياهيزاب هدنهدهعسوت هکبش سدنهم
 رازفامرن هنیمز رد نیرفآراک رازفاتخس سدنهم

 یلام ياهرازاب رگلیلحت هکبش و هداد تینما صصختم
 تاعلاطا يروانف رواشم نیشام يریگدای و یعونصم شوه صصختم

	یعونصم شوه رواشم یتاعلاطا ياهمتسیس رگلیلحت
  تاعلاطا يروانف ياههژورپ ریدم
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 يرتکد هرود -ب

  فادها و فیرعت  -1
 شخب و يرظن سورد زا ياهعومجم لماش هک تسا شیارگ نودب ياهرود رتویپماک ملع و یسدنهم يرتکد يهرود
 هچنآ هعسوت و كرد تهج یفاک هنیمز هک تسا هزوح نیا ناصصختم	یبرجت و يرظن تاعلاطا قیمعت تهج یشهوژپ
 هک تسا يدارفا تیبرت هرود نیا فده .دروآیم مهارف ار درذگیم اههتشر نیا رد رضاح لاح رد يروانف ياهزرم رد
 شناد ًانمض .دنشاب هتشاد ار هطوبرم شیارگ هنیمز رد یصصخت ياههژورپ يارجا رب تراظن و یحارط تهج مزلا ییاناوت
 اراد ار دنوشیم هجاوم نآ اب دوخ یصصخت هنیمز رد هک ار یلئاسم لح تهج یفاک یشهوژپ ناوت هرود نیا ناگتخومآ
  .دنتسه

 ترورض و تیمها  -2
 ياههنیمز یمامت رد اناوت ینیصصختم دنمزاین ام روشک هزورما ،رتویپماک ياهدربراک نوزفازور شرتسگ هب هجوت اب
 ناگتخومآشناد هب »رتویپماک ملع و یسدنهم« یلیمکت تلایصحت يهمانرب .تسا تاعلاطا يروانف و رتویپماک اب طبترم
 یعقاو يایند هدیچیپ لئاسم لح يارب ،يروانف نیا يدربراک و يرظن داعبا رب طلست اب هک دهدیم ار ناکما نیا دوخ
 .دنزاس عفترم هنیمز نیا رد ار روشک نوزفازور ياهزاین و دنوش هدامآ
 نیا رب شلات رتویپماک ملع و یسدنهم يهتشر یلیمکت تلایصحت عطاقم يارب هدشيرگنزاب دیدج یشزومآ يهمانرب رد
 و یملع ياهزاین اب هجوت و رتویپماک ملع و یسدنهم يهزوح رد يروانف ياهدنور اب یگنهامه رب هولاع هک تسا هدوب
 ربتعم ياهنمجنا طسوت هدشهئارا ياهبوچراچ و ناهج ربتعم ياههاگشناد یسرد ياههمانرب اب یماگمه ،روشک یتعنص
 .دریگ رارق يدج هجوت دروم یللملانیب یملع

  یسرد ياهدحاو عون و دادعت -3
 شخب ود زا هک تسا یسرد دحاو 36 رب لمتشم و لاس راهچ لوط هب ياهرود رتویپماک ملع و یسدنهم يرتکد يهرود
  .تسا هدش لیکشت یشهوژپ و یشزومآ
 بیکرت .دنک ذخا امنهار داتسا رظن قباطم ار يدحاو هس یصصخت سرد راهچ لقادح دیاب وجشناد ،یشزومآ شخب رد
 ياهشیارگ زا یکی اب رظانتم( دوخ یشهوژپ يهنیمز بسانت هب وجشناد هک دشاب يوحن هب دیاب هدشذخا سورد
 رد ار هطوبرم شیارگ یمازلا یصصخت سورد لودج زا سرد راهچ لقادح )رتویپماک ملع و یسدنهم دشرا یسانشراک
 زا امنهار داتسا رظن اب دناوتیم سورد یقاب .دشاب هدنارذگ )يرتکد + دشرا یسانشراک( یلیمکت تلایصحت نارود لوط
 .دوش ذخا رتویپماک ملع و یسدنهم یلیمکت تلایصحت سورد لوادج زا کی ره
 زا نانیمطا بسک روظنم هب ناحتما نیا .دنک تکرش عماج ناحتما رد دیاب ،يرظن سورد ندنارذگ زا سپ وجشناد
 لح رد راکتبا هوق و یملع هیحور نتشاد و لئاسم اب وا یلوصا دروخرب ییاناوت ،وجشناد یشهوژپ و یملع ياهتیلباق
 .دشاب یبتک و یهافش ياهشخب لماش يرجم هاگشناد صیخشت هب دناوتیم و تسا لئاسم
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 ندنارذگ زا سپ وجشناد .تسا يرتکد هلاسر نیودت و تاقیقحت ماجنا ،هلاسر عوضوم باختنا لماش یشهوژپ هرود
 عافد نارواد تئیه روضح رد دوخ یشهوژپ داهنشیپ زا یلیصحت مراهچ لاسمین نایاپ ات رثکادح دیاب ،عماج ناحتما
 رثکادح يرتکد هلاسر ياهدحاو دادعت .دنکیم مانتبث يرتکد هلاسر سرد رد لاسمین ره رد وجشناد نآ زا سپ .دنک

 یملع ياهدرواتسد و شهوژپ تیافک دییات و هلاسر نیودت زا سپ وجشناد .تسا دحاو 36 يرتکد هرود لک و دحاو 24
 عافد دوخ هلاسر زا نارواد تئیه روضح رد ،هدکشناد یلیمکت تلایصحت هتیمک رد نآ بیوصت و امنهار داتسا يوس زا
  .دنکیم

 هرود هب دورو طباوض و طیارش  -4
 رتویپماک ملع و یسدنهم هتشر دشرا یسانشراک ناگتخومآشناد نیب زا و يدورو نومزآ قیرط زا هرود نیا نایوجشناد
 زا دنناوتیم نایوجشناد .دنوشیم باختنا يروانف و تاقیقحت ،مولع ترازو طباوض اب	قباطم و طبترم ياههتشر ای و
 یسدنهم :دنوش رتویپماک ملع و یسدنهم يرتکد هرود دراو ریز ياههتشر دشرا یسانشراک عطقم ياهشیارگ يهیلک
 یسدنهم و کیناکم یسدنهم ،عیانص یسدنهم ،کیزیف ،یضایر مولع ،رتویپماک مولع ،قرب یسدنهم ،رتویپماک ملع و
 .یکشزپ
 .تسا ریز حرش هب يرسارس نومزآ رد هتشر نیا یناحتما سورد نیوانع

 

 يرتکد هرود يدورو نومزآ یناحتما داوم -)3( لودج

 سورد تسرهف هعومجم
 یسیلگنا نابز ،یلیصحت دادعتسا یمومع
 یطخ ربج ،یسدنهم لامتحا و رامآ ،هتسسگ تایضایر تایضایر
 و اهراتخاسهداد ،رتویپماک يرامعم ،یقطنم ياهرادم ،يزاسهمانرب و رتویپماک ینابم یصصخت سورد

 یعونصم شوه ،لماع ياهمتسیس ،اهنیشام و اهنابز هیرظن ،اهمتیروگلا

 یعامتجا و یگنهرف ،یندمت هاگیاج  -5
 هتشاد يزاتمم هاگیاج دوشیم هدیمان رتویپماک ملع زورما هچ نآ يزیرهیاپ و يریگلکش رد یملاسا و یناریا ندمت
 هتسجرب عرتخم و نادیضایر ،یمزراوخلا یسوم نب دمحم ،یناریا گرزب دنمشناد شقن هب ناوتیم ،نایم نیا رد .تسا
 رد يو یبلاقنا درکیور .درک هراشا ،دوشیم هدناوخ »متیروگلا« وا مان هب هچنآ يراذگهیاپ رد نایناماس هرود یناریا
 يزاسنیتلا زا هک »متیروگلا« يهژاو رب هولاع .تسا هتخاس مهارف ار ام يزورما ياهمتیروگلا یمامت ساسا ،تایضایر
 رد هک هدش هتفرگ »هلباقملاو ربجلا« ناونع اب یمزراوخ روهشم باتک زا زین »ربج« يهژاو ،هدش هتفرگ »یمزراوخلا« مان
 ناونع اب یتسرد هب وا زا ،یمزراوخ هدمع ياهدرواتسد و اهشلات هب هجوت اب .تسا هدش یفرعم یساسا يربج لوصا نآ
  .دوشیم هدرب مان ربج ردپ و رتویپماک ملع ردپ
 زاغآ رد .ددرگیمرب یملاسا بلاقنا زا سپ هرود هب رتویپماک هتشر رد یهاگشناد تلایصحت هچخیرات ،رصاعم نارود رد
 شزومآ تاسسؤم و اههاگشناد رد تاعلاطا يروانف و رتویپماک هنیمز رد یصصخت زکارم و اههدکشناد داجیا اب 1360 ههد
 یصوصخ و یتلود ياههاگشناد هعسوت و سیسأت اب و دش زاغآ یمسر تروص هب هتشر نیا رد نایوجشناد شزومآ ،یلاع



 14  /  رتویپماک ملع و یسدنهم یلیمکت تلایصحت همانرب

 رد رتویپماک ملع و یسدنهم اب طبترم یلیصحت ياههمانرب ،نونکات نامز نآ زا .تفای شرتسگ يدج روط هب ،ناریا رد
 شزومآ تاسسوم و اههاگشناد کنیا مه .تسا هتفای هعسوت راک رازاب ياهزاین و يروانف زور ياهدنور اب بسانتم ناریا
 عطقم زا هک دنراد تاعلاطا يروانف و رتویپماک هنیمز رد یعونتم و لاعف یلیصحت ياههمانرب روشک رسارس رد یلاع
 .دهدیم ششوپ ار يرتکد ات یسانشراک



 

 
 

 

 مود لصف
 سورد تاصخشم و نیوانع لودج



 16  /  رتویپماک ملع و یسدنهم یلیمکت تلایصحت همانرب

 یمازلا یصصخت ياهسرد – رازفامرن شیارگ

 دادعت سرد ناونع فیدر
  دحاو

 تاعاس دادعت
 زاینشیپ

 یلمع يرظن
  0 48 3 هتفرشیپ ياهمتیروگلا 1
  0 48 3 هتفرشیپ رازفامرن یسدنهم 2
  0 48 3 رازفامرن يرامعم 3
  0 48 3 هتفرشیپ رازفامرن لیلحت و نومزآ 4
  0 48 3 يروص یباییتسرد و يزاسلدم 5
  0 48 3 هدشعیزوت ياهمتسیس 6
  0 48 3 يرازفامرن ياهمتسیس تینما 7
  0 48 3 هتفرشیپ ياههداد هاگیاپ 8
  0 48 3 یکیزیفایار ياهمتسیس 9
  0 48 3 هداد لیلحت 10

 

 .تسا یمازلا رازفامرن شیارگ نایوجشناد يارب لودج نیا زا سرد 4 لقادح ذخا
 
  



 17  /  رتویپماک ملع و یسدنهم یلیمکت تلایصحت همانرب

 يرایتخا یصصخت ياهسرد – رازفامرن شیارگ

 دادعت سرد ناونع فیدر
  دحاو

 تاعاس دادعت
 زاینشیپ

 یلمع يرظن
  0 48 3 يرتویپماک ياهمتسیس ییاراک یبایزرا 1
  0 48 3 هداد يرامآ لیلحت 2
  0 48 3 هتفرشیپ يرتویپماک ياههکبش 3
  0 48 3 هدادنلاک لیلحت 4
  0 48 3 رازفامرن یسدنهم رد اهوگلا 5
  0 48 3 هتفرشیپ هکبش تینما 6
  0 48 3 تاعلاطا دنمشوه یبایزاب 7
  0 48 3 یعیبط ياهنابز شزادرپ 8
  0 48 3 يزاوم ياهمتیروگلا 9
  0 48 3 هدیچیپ ياههکبش لیلحت 10
  0 48 3 یعامتجا ياههکبش 11
  0 48 3 رازفامرن لماکت 12
  0 48 3 گرزبسایقم يرازفامرن ياهمتسیس 13
  0 48 3 اههمانرب یسراو و فیصوت 14
  0 48 3 يربا شنایار 15
  0 48 3 يدربراک تایبیکرت 16
  0 48 3 رازفامرن زتنس 17
  0 48 3 هتفرشیپ لماع ياهمتسیس 18
  0 48 3 رایمیمصت ياههناماس 19
  0 48 3 یلماعدنچ ياهمتسیس 20
  0 48 3 هدنامزاسدوخ و قیبطتدوخ ياهمتسیس 21
  0 48 3 ریذپاکتا يرازفامرن ياهمتسیس 22
  0 48 3 قیمع يریگدای 23
  0 48 3 رازفامرن داجیا ياهيژولودتم 24
  0 48 3 ینامزاس يرامعم 25
  0 48 3 هتفرشیپ رازفامرن یسدنهم 26
  0 48 3 اهيدنمزاین یسدنهم 27



 18  /  رتویپماک ملع و یسدنهم یلیمکت تلایصحت همانرب

 )همادا( يرایتخا یصصخت ياهسرد – رازفامرن شیارگ

 دادعت سرد ناونع فیدر
  دحاو

 تاعاس دادعت
 زاینشیپ

 یلمع يرظن
  0 48 3 اهيزاب یمتیروگلا هیرظن 28
  0 48 3 یگدیچیپ هیرظن 29
  0 48 3 اهفارگ یمتیروگلا هیرظن 30
  0 48 3 ییانعم بو 31
  0 48 3 يدربراک نیشام يریگدای 32
  0 48 3 يزاسهنیهب ياهشور 33
  0 48 3 هداد یصوصخ میرح و تینما 34
  0 48 3 رازفامرن نما هعسوت 35
  0 48 3 اههمانرب ییادزلاکشا و لیلحت 36
  0 48 3 يواکبو و وجتسج روتوم 37
  0 48 3 یعمج شنایار 38
  0 48 3 راکوبسک ياهدنیارف یسدنهمزاب 39
  0 48 3 يواکدنیارف 40
  0 48 3 راکوبسک يدنمشوه 41
  0 48 3 1 رازفامرن رد هژیو ثحابم 42
  0 48 3 2 رازفامرن رد هژیو ثحابم 43
     امنهار داتسا رظن اب رگید ياههتشر ای اهشیارگ زا سرد ود 44

 
 

  



 19  /  رتویپماک ملع و یسدنهم یلیمکت تلایصحت همانرب

 یمازلا یصصخت ياهسرد – یعونصم شوه شیارگ

 دادعت سرد ناونع فیدر
  دحاو

 تاعاس دادعت
 زاینشیپ

 یلمع يرظن
  0 48 3 *نیشام يریگدای 1
  0 48 3 *قیمع يریگدای 2
  0 48 3 يرامآ يریگدای ینابم 3
  0 48 3 قیمع یتیوقت يریگدای 4
  0 48 3 دامتعا لباق نیشام يریگدای 5
  0 48 3 بدحم يزاسهنیهب 6
  0 48 3 يراکتبا ارف يزاسهنیهب 7
  0 48 3 نادرگدوخ كرحتم ياهتابر 8

 

 .تسا یمازلا یعونصم شوه شیارگ نایوجشناد يارب 2 و 1 ياهفیدر سورد لماش لودج نیا زا سرد 4 لقادح ذخا
 

  



 20  /  رتویپماک ملع و یسدنهم یلیمکت تلایصحت همانرب

 يرایتخا یصصخت ياهسرد – یعونصم شوه شیارگ

 دادعت سرد ناونع فیدر
  دحاو

 تاعاس دادعت
 زاینشیپ

 یلمع يرظن
  0 48 3 هتفرشیپ قیمع يریگدای 1
  0 48 3 يرامآ نیشام يریگدای 2
  0 48 3 یلماعدنچ ياهمتسیس 3
  0 48 3 یلامتحا یفارگ ياهلدم 4
  0 48 3 نیشام يریگدای هیرظن 5
  0 48 3 هدادنلاک لیلحت 6
  0 48 3 هدیچیپ ياههکبش لیلحت 7
  0 48 3 يزاف ياههناماس و اهشور 8
  0 48 3 یفداصت ياهدنیارف 9
  0 48 3 یمقر ياهلانگیس شزادرپ 10
  0 48 3 نیشام يریگدای ياههناماس یسدنهم 11
  0 48 3 رتویپماک ییانیب 12
  0 48 3 يدعبهس رتویپماک ییانیب 13
  0 48 3 ریوصت شزادرپ 14
  0 48 3 تاعلاطا يزاسناهنپ 15
  0 48 3 یعیبط ياهنابز شزادرپ 16
  0 48 3 هتفرشیپ یعیبط ياهنابز شزادرپ 17
  0 48 3 تاعلاطا دنمشوه یبایزاب 18
  0 48 3 راتفگ شزادرپ 19
  0 48 3 هدنیوگ و راتفگ یسانشزاب 20
  0 48 3 راتفگ هب نتم لیدبت 21
  0 48 3 تابر يربوان و یبایناکم 22
  0 48 3 باصعا مولع رب ياهمدقم 23
  0 48 3 یتابساحم یتخانش مولع 24
  0 48 3 یعونصم شوه رد يزیرهمانرب 25
  0 48 3 یتخانش کیتابر 26
  0 48 3 تابر اب ناسنا لماعت 27

 



 21  /  رتویپماک ملع و یسدنهم یلیمکت تلایصحت همانرب

 )همادا( يرایتخا یصصخت ياهسرد – یعونصم شوه شیارگ

 دادعت سرد ناونع فیدر
  دحاو

 تاعاس دادعت
 زاینشیپ

 یلمع يرظن
  0 48 3 1 یعونصم شوه رد هژیو ثحابم 28
  0 48 3 2 یعونصم شوه رد هژیو ثحابم 29
     امنهار داتسا رظن اب رگید ياههتشر ای اهشیارگ زا سرد ود 30

 

  



 22  /  رتویپماک ملع و یسدنهم یلیمکت تلایصحت همانرب

 یمازلا یصصخت ياهسرد – يرتویپماک ياهمتسیس يرامعم شیارگ

 دادعت سرد ناونع فیدر
  دحاو

 تاعاس دادعت
 زاینشیپ

 یلمع يرظن
  0 48 3 هتفرشیپ رتویپماک يرامعم 1
  0 48 3 هتفرشیپ مکارترپ عمتجم ياهرادم یحارط 2
  0 48 3 هشارت يور ياهمتسیس 3
  0 48 3 لاتیجید ياهمتسیس زتنس 4
  0 48 3 فرصممک لاتیجید ياهمتسیس یحارط 5
  0 48 3 لاکشا ریذپلمحت ياهمتسیس یحارط 6
  0 48 3 يدنبرکیپزاب لباق ياهمتسیس 7
  0 48 3 هتفرشیپ هتفهن ياهمتسیس 8
  0 48 3 يریذپنومزآ و نومزآ 9
  0 48 3 هتفرشیپ لماع ياهمتسیس 10

 

 .تسا یمازلا يرتویپماک ياهمتسیس يرامعم شیارگ نایوجشناد يارب لودج نیا زا سرد 4 لقادح ذخا
 
  



 23  /  رتویپماک ملع و یسدنهم یلیمکت تلایصحت همانرب

 يرایتخا یصصخت ياهسرد – يرتویپماک ياهمتسیس يرامعم شیارگ

 دادعت سرد ناونع فیدر
  دحاو

 تاعاس دادعت
 زاینشیپ

 یلمع يرظن
  0 48 3 تعرسرپ لاتیجید عمتجم ياهرادم یحارط 1
  0 48 3 مکارترپ عمتجم ياهرادم یحارط ياهمتیروگلا 2
  0 48 3 هظفاح ياهيروانف 3
  0 48 3 هتفهن ياهمتسیس رد یعونصم شوه 4
  0 48 3 لاتیجید لانگیس ياههدنزادرپ يرامعم 5
  0 48 3 يرتویپماک باسح 6
  0 48 3 هکبش ياههدنزادرپ يرامعم 7
  0 48 3 هداد يزاسهریخذ ياهمتسیس 8
  0 48 3 يرازفاتخس دامتعا و تینما 9
  0 48 3 يراگنزمر یسدنهم 10
  0 48 3 یکیزیفایار ياهمتسیس 11
  0 48 3 یموتناوک شنایار 12
  0 48 3 ءایشا تنرتنیا 13
  0 48 3 هتفرشیپ هدنزادرپزیر 14
  0 48 3 يزاوم شزادرپ 15
  0 48 3 رازفاتخس یجنسیتسرد 16
  0 48 3 هتفرشیپ يرتویپماک ياههکبش 17
  0 48 3 يرتویپماک ياهمتسیس ییاراک یبایزرا 18
  0 48 3 هشارت يور ياههکبش 19
  0 48 3 هدشعیزوت ياهمتسیس 20
  0 48 3 يربا شنایار 21
  0 48 3 يرازفاتخس ياههدنهدباتش یحارط 22
  0 48 3 1 رتویپماک يرامعم رد هژیو ثحابم 23
  0 48 3 2 رتویپماک يرامعم رد هژیو ثحابم 24
     امنهار داتسا رظن اب رگید ياههتشر ای اهشیارگ زا سرد ود 25

 

  



 24  /  رتویپماک ملع و یسدنهم یلیمکت تلایصحت همانرب

 یمازلا یصصخت ياهسرد – تابساحم و اهمتیروگلا شیارگ

 دادعت سرد ناونع فیدر
  دحاو

 تاعاس دادعت
 زاینشیپ

 یلمع يرظن
  0 48 3 هتفرشیپ ياهمتیروگلا 1
  0 48 3 یبیرقت ياهمتیروگلا 2
  0 48 3 یفداصت ياهمتیروگلا 3
  0 48 3 یگدیچیپ هیرظن 4
  0 48 3 یتابساحم هسدنه 5
  0 48 3 هتفرشیپ تابساحم هیرظن 6
  0 48 3 يزاوم ياهمتیروگلا 7
  0 48 3 هدشعیزوت ياهمتسیس هیرظن 8
  0 48 3 اهيزاب یمتیروگلا هیرظن 9
  0 48 3 یموتناوک شنایار 10

 

 .تسا یمازلا تابساحم و اهمتیروگلا شیارگ نایوجشناد يارب لودج نیا زا سرد 4 لقادح ذخا
 
  



 25  /  رتویپماک ملع و یسدنهم یلیمکت تلایصحت همانرب

 يرایتخا یصصخت ياهسرد – تابساحم و اهمتیروگلا شیارگ

 دادعت سرد ناونع فیدر
  دحاو

 تاعاس دادعت
 زاینشیپ

 یلمع يرظن
  0 48 3 میجح ياههداد ياهمتیروگلا 1
  0 48 3 هتفرشیپ ياهراتخاسهداد 2
  0 48 3 یتابساحم قطنم 3
  0 48 3 یتایبیکرت يزاسهنیهب 4
  0 48 3 هتفرشیپ یتابساحم هسدنه 5
  0 48 3 اهفارگ یمتیروگلا هیرظن 6
  0 48 3 هدیچیپ ياههکبش لیلحت 7
  0 48 3 بدحم يزاسهنیهب 8
  0 48 3 هداد ملع يرظن ینابم 9
  0 48 3 يراگنزمر هیرظن 10
  0 48 3 یلامتحا یفارگ ياهلدم 11
  0 48 3 کیتامروفناویب ياهمتیروگلا 12
  0 48 3 نیشام يریگدای هیرظن 13
  0 48 3 هدیچیپ ياههکبش لیلحت 14
  0 48 3 اههمانرب یسراو و فیصوت 15
  0 48 3 يروص یباییتسرد و يزاسلدم 16
  0 48 3 گنیدک و تاعلاطا هیرظن 17
  0 48 3 1 تابساحم و اهمتیروگلا رد هژیو ثحابم 18
  0 48 3 2 تابساحم و اهمتیروگلا رد هژیو ثحابم 19
     امنهار داتسا رظن اب رگید ياههتشر ای اهشیارگ زا سرد ود 20

 

  



 26  /  رتویپماک ملع و یسدنهم یلیمکت تلایصحت همانرب

 یمازلا یصصخت ياهسرد – يرتویپماک ياههکبش شیارگ

 دادعت سرد ناونع فیدر
  دحاو

 تاعاس دادعت
 زاینشیپ

 یلمع يرظن
  0 48 3 *هتفرشیپ يرتویپماک ياههکبش 1
  0 48 3 يرتویپماک ياههکبش ییاراک یبایزرا 2
  0 48 3 هتفرشیپ هکبش تینما 3
  0 48 3 يرتویپماک ياههکبش تیریدم 4
  0 48 3 هدشعیزوت ياهمتسیس 5
  0 48 3 میسیب تاطابترا 6
  0 48 3 يرتویپماک ياههکبش رد سیورس تیفیک 7
  0 48 3 ءایشا تنرتنیا 8
  0 48 3 بدحم يزاسهنیهب 9

 

 .تسا یمازلا يرتویپماک ياههکبش شیارگ نایوجشناد يارب 1 فیدر سرد لماش لودج نیا زا سرد 4 لقادح ذخا
 
  



 27  /  رتویپماک ملع و یسدنهم یلیمکت تلایصحت همانرب

 يرایتخا یصصخت ياهسرد – يرتویپماک ياههکبش شیارگ

 دادعت سرد ناونع فیدر
  دحاو

 تاعاس دادعت
 زاینشیپ

 یلمع يرظن
  0 48 3 اهيزاب یمتیروگلا هیرظن 1
  0 48 3 هکبش يزاسيزاجم و يزاسيرازفامرن 2
  0 48 3 لااب ییاراک اب هکبش یلکتورپ هتشپ 3
  0 48 3 ینیمزریغ ياههکبش 4
  0 48 3 هداد زکرم ياههکبش 5
  0 48 3 هکبش تاودا يرامعم 6
  0 48 3 يرون ياههکبش 7
  0 48 3 يزاسهریخذ ياههکبش 8
  0 48 3 يربا شنایار 9
  0 48 3 قرب دنمشوه ياههکبش 10
  0 48 3 يرتویپماک ياههکبش يارب تایلمع و هعسوت 11
  0 48 3 يدربراک يراگنزمر 12
  0 48 3 گنیدک و تاعلاطا هیرظن 13
  0 48 3 یفداصت ياهدنیارف 14
  0 48 3 هدیچیپ ياههکبش لیلحت 15
  0 48 3 یکولب ياههریجنز 16
  0 48 3 قیمع يریگدای 17
  0 48 3 قیمع یتیوقت يریگدای 18
  0 48 3 رایس ياههکبش 19
  0 48 3 یموتناوک ياههکبش 20
  0 48 3 1 يرتویپماک ياههکبش رد هتفرشیپ ثحابم 21
  0 48 3 2 يرتویپماک ياههکبش رد هتفرشیپ ثحابم 22
     امنهار داتسا رظن اب رگید ياههتشر ای اهشیارگ زا سرد ود 23

 

  



 28  /  رتویپماک ملع و یسدنهم یلیمکت تلایصحت همانرب

 یمازلا یصصخت ياهسرد – نما شنایار شیارگ

 دادعت سرد ناونع فیدر
  دحاو

 تاعاس دادعت
 زاینشیپ

 یلمع يرظن
  0 48 3 *يدربراک يراگنزمر 1
  0 48 3 رتویپماک تینما 2
  0 48 3 هتفرشیپ هکبش تینما 3
  0 48 3 هداد یصوصخ میرح و تینما 4
  0 48 3 يرازفامرن ياهمتسیس تینما 5
  0 48 3 تاعلاطا تینما يارب يروص ياهشور 6
  0 48 3 یتینما ياهلکتورپ 7
  0 48 3 تاعلاطا تینما یسدنهم و تیریدم 8

 

 .تسا یمازلا نما شنایار شیارگ نایوجشناد يارب 1 فیدر سرد لماش لودج نیا زا سرد 4 لقادح ذخا
 
  



 29  /  رتویپماک ملع و یسدنهم یلیمکت تلایصحت همانرب

 يرایتخا یصصخت ياهسرد – نما شنایار شیارگ

 دادعت سرد ناونع فیدر
  دحاو

 تاعاس دادعت
 زاینشیپ

 یلمع يرظن
  0 48 3 هتفرشیپ يدربراک يراگنزمر 1
  0 48 3 یکینورتکلا تراجت تینما 2
  0 48 3 لاتیجید دهاوش فشک 3
  0 48 3 تاعلاطا يزاسناهنپ 4
  0 48 3 ذوفن صیخشت 5
  0 48 3 يرازفاتخس دامتعا و تینما 6
  0 48 3 یکیزیفایار ياههناماس تینما 7
  0 48 3 هتفرشیپ يرتویپماک ياههکبش 8
  0 48 3 هتفرشیپ رازفامرن لیلحت و نومزآ 9
  0 48 3 يدربراک نیشام يریگدای 10
  0 48 3 يرامآ يریگدای ینابم 11
  0 48 3 اهيزاب یمتیروگلا هیرظن 12
  0 48 3 یگدیچیپ هیرظن 13
  0 48 3 گنیدک و تاعلاطا هیرظن 14
  0 48 3 یکیزیفایار ياهمتسیس 15
  0 48 3 لاکشا ریذپلمحت ياهمتسیس یحارط 16
  0 48 3 نیشام يریگدای رد یصوصخ میرح و تینما 17
  0 48 3 رازفامرن نما هعسوت 18
  0 48 3 يراگنزمر هیرظن 19
  0 48 3 1 نما شنایار رد هژیو ثحابم 20
  0 48 3 2 نما شنایار رد هژیو ثحابم 21
     امنهار داتسا رظن اب رگید ياههتشر ای اهشیارگ زا سرد ود 22

 

  



 30  /  رتویپماک ملع و یسدنهم یلیمکت تلایصحت همانرب

 یمازلا یصصخت ياهسرد – هداد ملع شیارگ

 دادعت سرد ناونع فیدر
  دحاو

 تاعاس دادعت
 زاینشیپ

 یلمع يرظن
  0 48 3 هداد ملع رد اهکینکت و لوصا 1
  0 48 3 نیشام يریگدای 2
  0 48 3 هداد يرامآ لیلحت 3
  0 48 3 هداد يزاسروصم 4
  0 48 3 هدادنلاک شزادرپ 5
  0 48 3 يزاسهنیهب ياهشور 6
  0 48 3 قیمع يریگدای 7
  0 48 3 هداد ملع يرظن ینابم 8

 

 .تسا یمازلا هداد ملع شیارگ نایوجشناد يارب لودج نیا زا سرد 4 لقادح ذخا
 
  



 31  /  رتویپماک ملع و یسدنهم یلیمکت تلایصحت همانرب

 يرایتخا یصصخت ياهسرد – هداد ملع شیارگ

 دادعت سرد ناونع فیدر
  دحاو

 تاعاس دادعت
 زاینشیپ

 یلمع يرظن
  0 48 3 ینامز ياهيرس لیلحت 1
  0 48 3 هداد یصوصخ میرح و تینما 2
  0 48 3 یعیبط ياهنابز شزادرپ 3
  0 48 3 قیمع یتیوقت يریگدای 4
  0 48 3 ریذپسایقم نیشام يریگدای 5
  0 48 3 هداد یلماعت لیلحت ياههناماس 6
  0 48 3 ریذپسایقم يزاسهمانرب لوصا 7
  0 48 3 هدادنلاک ياهمتسیس يرامعم 8
  0 48 3 هدیچیپ ياههکبش لیلحت 9
  0 48 3 یتسیز ياههداد لیلحت 10
  0 48 3 ياهناسردنچ ياههداد لیلحت 11
  0 48 3 یناکم ياههداد لیلحت 12
  0 48 3 یشنایار يواکنآرق 13
  0 48 3 تملاس ياههداد لیلحت 14
  0 48 3 یلام ياههداد لیلحت 15
  0 48 3 راکوبسک ياههداد لیلحت 16
  0 48 3 لااب داعبا رد رامآ 17
  0 48 3 رگهیصوت ياهمتسیس 18
  0 48 3 گنیدک و تاعلاطا هیرظن 19
  0 48 3 یلامتحا یفارگ ياهلدم 20
  0 48 3 رایمیمصت ياههناماس 21
  0 48 3 میجح ياههداد ياهمتیروگلا 22
  0 48 3 يربا شنایار 23
  0 48 3 يواکبو و وجتسج روتوم 24
  0 48 3 1 هداد ملع رد هژیو ثحابم 25
  0 48 3 2 هداد ملع رد هژیو ثحابم 26
     امنهار داتسا رظن اب رگید ياههتشر ای اهشیارگ زا سرد ود 27

 



 32  /  رتویپماک ملع و یسدنهم یلیمکت تلایصحت همانرب

 یمازلا یصصخت ياهسرد – ءایشا تنرتنیا شیارگ

 دادعت سرد ناونع فیدر
  دحاو

 تاعاس دادعت
 زاینشیپ

 یلمع يرظن
  0 48 3 *ءایشا تنرتنیا 1
  0 48 3 ءایشا تنرتنیا یطابترا ياهلکتورپ 2
  0 48 3 هداد یصوصخ میرح و تینما 3
  0 48 3 هدشعیزوت ياهمتسیس 4
  0 48 3 میسیب تاطابترا 5
  0 48 3 هتفرشیپ هتفهن ياهمتسیس 6
  0 48 3 هداد لیلحت 7
  0 48 3 يربا شنایار 8

 

 .تسا یمازلا ءایشا تنرتنیا شیارگ نایوجشناد يارب 1 فیدر سرد لماش لودج نیا زا سرد 4 لقادح ذخا
 
  



 33  /  رتویپماک ملع و یسدنهم یلیمکت تلایصحت همانرب

 يرایتخا یصصخت ياهسرد – ءایشا تنرتنیا شیارگ

 دادعت سرد ناونع فیدر
  دحاو

 تاعاس دادعت
 زاینشیپ

 یلمع يرظن
  0 48 3 یتعنص ءایشا تنرتنیا 1
  0 48 3 یکیزیفایار ياهمتسیس 2
  0 48 3 هتفرشیپ يرتویپماک ياههکبش 3
  0 48 3 هبل تابساحم 4
  0 48 3 ایشا تنرتنیا رازفامرن تینما و يرامعم 5
  0 48 3 هداد يرامآ لیلحت 6
  0 48 3 هتفرشیپ هکبش تینما 7
  0 48 3 هتفهن ياهمتسیس رد یعونصم شوه 8
  0 48 3 فرصممک لاتیجید ياهمتسیس یحارط 9
  0 48 3 هدادنلاک شزادرپ 10
  0 48 3 نیشام يریگدای 11
  0 48 3 رایس ياههکبش 12
  0 48 3 يروص یباییتسرد و يزاسلدم 13
  0 48 3 ریذپاکتا يرازفامرن ياهمتسیس 14
  0 48 3 هکبش يزاسيزاجم و يزاسيرازفامرن 15
  0 48 3 1 ءایشا تنرتنیا رد هتفرشیپ ثحابم 16
  0 48 3 2 ءایشا تنرتنیا رد هتفرشیپ ثحابم 17
     امنهار داتسا رظن اب رگید ياههتشر ای اهشیارگ زا سرد ود 18

 

  



 

 
 
 
 
 
 
 
 
 
 

 موس لصف
 سورد ياهیگژیو



35 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

دروس سرفصل

43 نرم افزار گرایش
44 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته الگوریتم هاي
45 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته نرم افزار مهندسی
46 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نرم افزار معماري
48 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته نرم افزار تحلیل و آزمون
50 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . صوري درستی یابی و مدل سازي
52 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . توزیع شده سیستم هاي
54 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نرم افزاري سیستم هاي امنیت
56 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته داده هاي پایگاه
57 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . رایافیزیکی سیستم هاي
59 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . داده تحلیل
61 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کامپیوتري سیستم هاي کارایی ارزیابی
63 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . داده آماري تحلیل
64 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته کامپیوتري شبکه هاي
66 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کلان داده پردازش
67 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نرم افزار مهندسی در الگوها
69 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته شبکه امنیت
71 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اطلاعات هوشمند بازیابی
73 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . طبیعی زبان هاي پردازش
75 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . موازي الگوریتم هاي
77 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیچیده شبکه هاي تحلیل
79 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اجتماعی شبکه هاي
80 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نرم افزار تکامل
81 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بزرگ مقیاس نرم افزاري سیستم هاي
82 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . برنامه ها وارسی و توصیف
83 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ابري رایانش
85 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کاربردي ترکیبیات
86 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نرم افزار سنتز
88 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته عامل سیستم هاي
90 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تصمیم یار سامانه هاي
92 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . چندعاملی سیستم هاي
94 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . خودسازمانده و خودتطبیق سیستم هاي
95 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اتکاپذیر نرم افزاري سیستم هاي
97 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . عمیق یادگیري
99 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نرم افزار ایجاد متدولوژي هاي
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100 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . سازمانی معماري
102 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته نرم افزار مهندسی
103 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نیازمندي ها مهندسی
105 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بازي ها الگوریتمی نظریه
107 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیچیدگی نظریه
109 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . گراف ها الگوریتمی نظریه
110 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . معنایی وب
112 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کاربردي ماشین یادگیري
114 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بهینه سازي روش هاي
116 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . داده خصوصی حریم و امنیت
118 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نرم افزار امن توسعه
120 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . برنامه ها اشکال زدایی و تحلیل
121 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . وب کاوي و جستجو موتور
123 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . جمعی رایانش
125 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کسب وکار فرایندهاي بازمهندسی
127 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . فرایندکاوي
129 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کسب وکار هوشمندي

130 مصنوعی هوش گرایش
131 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ماشین یادگیري
133 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . عمیق یادگیري
135 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . آماري یادگیري مبانی
136 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . عمیق تقویتی یادگیري
137 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اعتماد قابل ماشین یادگیري
139 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . محدب بهینه  سازي
141 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ابتکاري فرا بهینه سازي
142 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . خودگردان متحرك ربات هاي
143 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته عمیق یادگیري
145 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . آماري ماشین یادگیري
146 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . چندعاملی سیستم هاي
148 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . احتمالی گرافی مدل هاي
149 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ماشین یادگیري نظریه
151 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کلان داده تحلیل
153 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیچیده شبکه هاي تحلیل
155 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . فازي سامانه هاي و روش ها
157 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تصادفی فرایندهاي
158 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . رقمی سیگنال هاي پردازش
160 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ماشین یادگیري سامانه هاي مهندسی
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162 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کامپیوتر بینایی
164 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . سه بعدي کامپیوتر بینایی
166 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تصویر پردازش
167 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اطلاعات پنهان سازي
169 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . طبیعی زبان هاي پردازش
171 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته طبیعی زبان هاي پردازش
173 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اطلاعات هوشمند بازیابی
175 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . گفتار پردازش
177 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . گوینده و گفتار بازشناسی
179 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . گفتار به متن تبدیل
181 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ربات ناوبري و مکان یابی
182 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اعصاب علوم بر مقدمه اي
183 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . محاسباتی شناختی علوم
185 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مصنوعی هوش در برنامه ریزي
186 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . شناختی رباتیک
187 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ربات با انسان تعامل

189 کامپیوتري سیستم هاي معماري گرایش
190 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته کامپیوتر معماري
191 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته پرتراکم مجتمع مدارهاي طراحی
193 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تراشه روي سیستم هاي
195 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . دیجیتال سیستم هاي سنتز
196 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کم مصرف دیجیتال سیستم هاي طراحی
197 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اشکال تحمل پذیر سیستم هاي طراحی
198 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بازپیکربندي قابل سیستم هاي
199 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته نهفته سیستم هاي
201 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . آزمون پذیري و آزمون
203 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته عامل سیستم هاي
205 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پرسرعت دیجیتال مجتمع مدارهاي طراحی
207 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پرتراکم مجتمع مدارهاي طراحی الگوریتم هاي
209 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . حافظه فناوري هاي
211 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نهفته سیستم هاي در مصنوعی هوش
213 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . دیجیتال سیگنال پردازنده هاي معماري
215 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کامپیوتري حساب
217 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . شبکه پردازنده هاي معماري
219 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . داده ذخیره سازي سیستم هاي
221 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . سخت افزاري اعتماد و امنیت
223 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . رمزنگاري مهندسی
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225 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . رایافیزیکی سیستم هاي
227 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کوانتومی رایانش
229 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اشیاء اینترنت
231 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته ریزپردازنده
233 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . موازي پردازش
235 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . سخت افزار درستی سنجی
236 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته کامپیوتري شبکه هاي
238 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کامپیوتري سیستم هاي کارایی ارزیابی
240 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تراشه روي شبکه  هاي
242 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . توزیع شده سیستم هاي
244 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ابري رایانش
246 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . سخت افزاري شتابدهنده هاي طراحی

248 محاسبات و الگوریتم ها گرایش
249 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته الگوریتم هاي
250 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تقریبی الگوریتم هاي
252 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تصادفی الگوریتم هاي
253 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیچیدگی نظریه
255 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . محاسباتی هندسه
256 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته محاسبات نظریه
257 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . موازي الگوریتم هاي
259 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . توزیع شده سیستم هاي نظریه
261 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بازي ها الگوریتمی نظریه
263 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کوانتومی رایانش
265 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . حجیم داده هاي الگوریتم هاي
267 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته داده ساختارهاي
268 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . محاسباتی منطق
270 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ترکیبیاتی بهینه سازي
271 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته محاسباتی هندسه
273 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . گراف ها الگوریتمی نظریه
274 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیچیده شبکه هاي تحلیل
276 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . محدب بهینه  سازي
278 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . داده علم نظري مبانی
279 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . رمزنگاري نظریه
281 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . احتمالی گرافی مدل هاي
282 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بیوانفورماتیک الگوریتم هاي
283 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ماشین یادگیري نظریه
285 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیچیده شبکه هاي تحلیل
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287 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . برنامه ها وارسی و توصیف
288 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . صوري درستی یابی و مدل سازي
290 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کدینگ و اطلاعات نظریه

291 کامپیوتري شبکه هاي گرایش
292 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته کامپیوتري شبکه هاي
294 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کامپیوتري شبکه هاي کارایی ارزیابی
296 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته شبکه امنیت
298 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کامپیوتري شبکه هاي مدیریت
300 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . توزیع شده سیستم هاي
302 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بی  سیم ارتباطات
304 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کامپیوتري شبکه هاي در سرویس کیفیت
306 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اشیاء اینترنت
308 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . محدب بهینه  سازي
310 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بازي ها الگوریتمی نظریه
312 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . شبکه مجازي سازي و نرم افزاري سازي
313 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بالا کارایی با شبکه پروتکلی پشته
314 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . غیرزمینی شبکه هاي
316 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . داده مرکز شبکه هاي
318 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . شبکه ادوات معماري
320 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نوري شبکه هاي
322 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ذخیره سازي شبکه هاي
323 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ابري رایانش
325 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . برق هوشمند شبکه هاي
326 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کامپیوتري شبکه هاي براي عملیات و توسعه
328 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کاربردي رمزنگاري
330 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کدینگ و اطلاعات نظریه
331 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تصادفی فرایندهاي
332 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیچیده شبکه هاي تحلیل
334 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بلوکی زنجیره هاي
336 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . عمیق یادگیري
338 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . عمیق تقویتی یادگیري
339 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . سیار شبکه هاي
341 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کوانتومی شبکه هاي

343 امن رایانش گرایش
344 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کاربردي رمزنگاري
346 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کامپیوتر امنیت
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347 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته شبکه امنیت
349 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . داده خصوصی حریم و امنیت
351 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نرم افزاري سیستم هاي امنیت
353 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اطلاعات امنیت براي صوري روش هاي
355 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . امنیتی پروتکل هاي
356 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اطلاعات امنیت مهندسی و مدیریت
357 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته کاربردي رمزنگاري
358 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . الکترونیکی تجارت امنیت
360 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . دیجیتال شواهد کشف
361 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اطلاعات پنهان سازي
363 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نفوذ تشخیص
364 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . سخت افزاري اعتماد و امنیت
366 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . رایافیزیکی سیستم هاي امنیت
367 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته کامپیوتري شبکه هاي
369 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته نرم افزار تحلیل و آزمون
371 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کاربردي ماشین یادگیري
373 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . آماري یادگیري مبانی
374 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بازي ها الگوریتمی نظریه
376 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیچیدگی نظریه
378 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کدینگ و اطلاعات نظریه
379 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . رایافیزیکی سیستم هاي
381 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اشکال تحمل پذیر سیستم هاي طراحی
382 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ماشین یادگیري در خصوصی حریم و امنیت
383 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نرم افزار امن توسعه
385 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . رمزنگاري نظریه

387 داده علم گرایش
388 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . داده علم در تکنیک ها و اصول
390 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ماشین یادگیري
392 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . داده آماري تحلیل
393 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . داده مصورسازي
394 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کلان داده پردازش
395 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بهینه سازي روش هاي
397 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . عمیق یادگیري
399 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . داده علم نظري مبانی
400 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . زمانی سري هاي تحلیل
401 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . داده خصوصی حریم و امنیت
403 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . طبیعی زبان هاي پردازش
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405 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . عمیق تقویتی یادگیري
406 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقیاس پذیر ماشین یادگیري
407 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . داده تعاملی تحلیل سامانه هاي
408 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقیاس پذیر برنامه سازي اصول
409 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کلان داده سیستم هاي معماري
410 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیچیده شبکه هاي تحلیل
412 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . زیستی داده هاي تحلیل
413 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . چند رسانه اي داده هاي تحلیل
415 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مکانی داده هاي تحلیل
417 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . رایانشی قرآن کاوي
418 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . سلامت داده هاي تحلیل
419 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مالی داده هاي تحلیل
421 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کسب وکار داده هاي تحلیل
423 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بالا ابعاد در آمار
424 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . توصیه گر سیستم هاي
425 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کدینگ و اطلاعات نظریه
426 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . احتمالی گرافی مدل هاي
427 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تصمیم یار سامانه هاي
429 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . حجیم داده هاي الگوریتم هاي
431 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ابري رایانش
433 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . وب کاوي و جستجو موتور

435 اشیاء اینترنت گرایش
436 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اشیاء اینترنت
438 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اشیاء اینترنت ارتباطی پروتکل هاي
440 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . داده خصوصی حریم و امنیت
442 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . توزیع شده سیستم هاي
444 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بی  سیم ارتباطات
446 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته نهفته سیستم هاي
448 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . داده تحلیل
450 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ابري رایانش
452 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . صنعتی اشیاء اینترنت
454 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . رایافیزیکی سیستم هاي
456 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته کامپیوتري شبکه هاي
458 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . لبه محاسبات
459 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اشیاء اینترنت نرم افزار امنیت و معماري
461 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . داده آماري تحلیل
462 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشرفته شبکه امنیت
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464 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نهفته سیستم هاي در مصنوعی هوش
466 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کم مصرف دیجیتال سیستم هاي طراحی
467 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کلان داده پردازش
468 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ماشین یادگیري
470 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . سیار شبکه هاي
472 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . صوري درستی یابی و مدل سازي
474 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اتکاپذیر نرم افزاري سیستم هاي
476 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . شبکه مجازي سازي و نرم افزاري سازي



نرم افزار گرایش
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پیشرفته الگوریتم هاي فارسی: به درس عنوان
واحد و درس نوع Advanced Algorithms انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
«طراحی کارشناسی درس از بخش هایی تکمیل و الگوریتم ها نظریه ي در پایه اي و مهم موضوعات ارائه درس، این اصلی هدف

است. نیاز مورد تکمیلی تحصیلات مقطع در بعدي نظري دروس گرفتن براي که است الگوریتم ها»

سرفصل ها
پیچیدگی رده هاي •

پویا) و کامل (سراسري، درهم سازي •

پیشرفته شار شبکه هاي •

خطی برنامه ریزي •

پیشرفته داده ساختارهاي •

تقریبی الگوریتم هاي با آشنایی •

برخط الگوریتم هاي •

محاسباتی هندسه بر مقدمه اي •

موازي الگوریتم هاي با آشنایی •

چندریسه اي الگوریتم هاي •

(پیشنهادي) ارزشیابی روش
نمره) درصد 30) نظري تمرین 7 یا 6 تمرین: •

نمره) درصد 25) پایان ترم و نمره)، درصد 25) میان ترم آزمون هاي آزمون: •

نمره) درصد 20) ارائه و خلاصه تهیه پژوهشی، مقاله یک فهم پروژه: •

پیشنهادي علمی منابع
[1] T. Cormen, C. Leiserson, R. Rivest, and C. Stein. Introduction to Algorithms. 4th Edition, MIT Press, 2022.

[2] J. Kleinberg and E. Tardos. Algorithm Design. Addison-Wesley, 2005.

[3] D. Williamson and D. Shmoys. TheDesign of Approximation Algorithms. Cambridge University Press, 2011.

[4] F.T. Leighton. Introduction to Parallel Algorithms and Architectures: Arrays, Trees, Hypercubes. Morgan
Kaufmann. 1992.
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پیشرفته نرم افزار مهندسی فارسی: به درس عنوان
واحد و درس نوع Advanced Software Engineering انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
متدلوژي هاي شامل که است نرم افزار توسعه در استفاده مورد مختلف پارادایم هاي با دانشجویان آشنایی درس این از هدف

می شود. نرم افزار توسعه پیچیدگی مدیریت به مختلف رویکردهاي همچنین و نرم افزار توسعه مختلف

سرفصل ها
نرم افزار توسعه پیچیدگی هاي •

نرم افزار توسعه متدلوژي هاي تکامل •

سرویس گرا، نرم افزار مهندسی جنبه گرا، رویکرد شیءگرا، نرم افزار (توسعه نرم افزار پیچیدگی مدیریت رویکردهاي •

عامل) بر مبتنی نرم افزار مهندسی
مدل بر مبتنی نرم افزار توسعه •

نرم افزار محصول خط مهندسی •

نرم افزار توسعه چابک روش هاي •

(DevOps) عملیات و توسعه فرهنگ •

نرم افزار توسعه در صوري و نیمه صوري روش هاي •

جستجو بر مبتنی نرم افزار مهندسی •

(پیشنهادي) ارزشیابی روش
نمره درصد 50 تحقیق: و پروژه تمرینات، شامل کلاسی فعالیت هاي •

نمره درصد 50 آزمون ها: •

پیشنهادي علمی منابع
[1] D. Farley. Modern Software Engineering: Doing What Works to Build Better Software Faster. Pearson

Education, 2021.

[2] V. Gruhn and R. Striemer. The Essence of Software Engineering. Springer Cham, 2020.

[3] G. Booch, R. A. Maksimchuk, M. W. Engle, B. j. Young, J. Connallen, and k. A. Houston. Object-oriented
analysis and design with applications. 3rd Edition, Addison-Wesley Professional, 2008.

[4] K. Pohl, G., Böckle, and F. J. van der Linden. Software Product Line Engineering: Foundations, Principles
and Techniques. Springer Berlin Heidelberg, 2005.

[5] M. Derek and M. Jones. Search-Based Software Engineering. Knowledge Software, Ltd. 2020.
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نرم افزار معماري فارسی: به درس عنوان
واحد و درس نوع Software Architecture انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
نیازمندي ها، توصیف شامل که است نرم افزار معماري توسعه سیستماتیک روش هاي با دانشجویان آشنایی درس این هدف
سیستم هاي در موفقیت با که هستند رهیافت هایی مبناي بر روش ها این می شود. معماري ارزیابی و مستندسازي طراحی،

باشند. شده گرفته به کار صنعتی

سرفصل ها
نرم افزار معماري تعریف •

نرم افزار معماري زمینه •

کیفیت ویژگی هاي توصیف •

معماري سبک هاي •

تمیز معماري و معماري الگوهاي •

معماري تاکتیک هاي •

ویژگی بر مبتنی طراحی •

نرم افزار معماري مستندسازي •

معماري توصیف زبان هاي •

نرم افزار معماري ارزیابی •

نرم افزار معماري بازسازي و نگهداشت •

نرم افزار محصول خط معماري •

(پیشنهادي) ارزشیابی روش
نمره درصد 40 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 60 نیم سال: پایان آزمون •
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پیشنهادي علمی منابع
[1] L. Bass, P. Clements, and R. Kazman. Software Architecture in Practice. 4th Edition, Addison-Wesley

Professional, 2021.

[2] M. Richards and N. Ford. Fundamentals of Software Architecture: An Engineering Approach. O’Reilly
Media, 2020.

[3] P. Pelliccione, R. Kazman, I. Weber, and A. Liu. Software Architecture: Research Roadmaps from the
Community. Springer Nature, 2023.

[4] M. Robert and C. Clean. architecture: a craftsman‘s guide to software structure and design. Prentice Hall,
2018.
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پیشرفته نرم افزار تحلیل و آزمون فارسی: به درس عنوان
واحد و درس نوع Advanced Software Testing and Analysis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
ارزیابی نحوه و آزمایه خودکار تولید طریق از نرم افزارها خودکار آزمون در نوین روش هاي با دانشجویان آشنایی درس این هدف
تحلیل روش هاي بر کلی مروري این بر علاوه است. موتاسیون تحلیل و کد پوشش معیارهاي طریق از نرم افزار آزمون اثربخشی

می پذیرد. صورت نرم افزار کیفی ویژگی هاي بررسی هدف به نرم افزار ایستاي

سرفصل ها
نرم افزار آزمون خودکارسازي بر مقدمه اي •

زبان دستور منطق، گراف، ورودي، فضاي افراز بر مبتنی پوشش معیارهاي •

(mutation analysis) موتاسیون تحلیل •

(test oracle) آزمون پیش گوي •

تطبیقی تصادفی آزمون و تصادفی آزمون •

جستجو بر مبتنی آزمون •

مدل بر مبتنی آزمون •

پویا و ایستا نمادین اجراي •

(abstract interpretation) انتزاعی تفسیر بر مقدمه اي •

(slicing) بندي برش و داده جریان تحلیل •

ایستا تحلیل کاربردهاي بر مروري •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 ترم: میان آزمون •

نمره درصد 30 ترم: پایان آزمون •

نمره درصد 40 پروژه: و تکالیف •
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پیشنهادي علمی منابع
[1] J. J. Offutt and P. Ammann. Introduction to Software Testing. Cambridge University Press, 2016.

[2] P. C. Jorgensen and B. DeVries. Software Testing: A Craftsman’s Approach. 5th Edition, CRC Press, 2021.

[3] R. Bierig, S. Brown, E. Galván, and J. Timoney. Essentials of Software Testing. Cambridge University
Press, 2021.

[4] X. Rival and K. Yi. Introduction to Static Analysis: An Abstract Interpretation Perspective. MIT Press, 2020.
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صوري درستی یابی و مدل سازي فارسی: به درس عنوان
واحد و درس نوع Formal Modeling and Verification انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
توصیف است. واکنشی و همروند سیستم هاي مدل وارسی و صوري توصیف روش هاي با دانشجویان آشنایی درس این هدف
وارسی می شوند. تبدیل گذار سیستم هاي به خود نوبه به که می شود انجام بالا سطح مدل سازي زبان هاي توسط سیستم ها

می شود. انجام شناخته شده زمانی منطق هاي بر مبتنی مدل

سرفصل ها
درستی یابی بر مقدمه اي •

برنامه ها گراف و گذار سیستم هاي •

اکتور مدل و پتري، شبکه هاي پروملا، بالا: سطح مدل سازي •

خطی خاصیت هاي •

انصاف •

منظم خاصیت هاي •

خطی زمانی منطق •

محاسبه درخت منطق •

هیبرید و زمانی خودکاره هاي •

احتمالاتی مدل وارسی •

مدل یادگیري •

درس) استاد تشخیص به بنا (اختیاري؛ تجرید و ارزي هم •

درس) استاد تشخیص به بنا (اختیاري؛ جزئی ترتیب کاهش •

(پیشنهادي) ارزشیابی روش
نمره درصد 60 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 40 نیم سال: پایان آزمون •
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پیشنهادي علمی منابع
[1] C. Baier and J. P. Katoen. Principles of Model Checking. MIT Press, 2008.

[2] S. Kundu, S. Lerner, and R. Gupta. High-Level Verification: Methods and Tools for Verification of
System-Level Designs. Springer-Verlag, 2014.

[3] M. Ben-Ari. Principles of the Spin Model Checker. Springer-Verlag, 2008.

[4] M. Huisman and A. Wijs. Concise Guide to Software Verification: From Model Checking to Annotation
Checking. Springer International, 2023.

[5] E.M. Clarke, O. Grumberg, D. Kroening, D. Peled, and H. Veith. Model Checking. MIT Press, 2018.

[6] C. Baier and J. P. Katoen. Principles of Model Checking. MIT Press, 2008.
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توزیع شده سیستم هاي فارسی: به درس عنوان
واحد و درس نوع Distributed Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مسائل حل و درستی تحلیل و مدل سازي روش هاي توزیع شده، محاسباتی محیط هاي با دانشجویان آشنایی درس این هدف
نحوه همچنین و توزیع شده، سیستم هاي با مرتبط پروتکل هاي و الگوریتم ها شناخت مختلف، شرایط در محیط ها این انواع در

است. توزیع شده نرم افزارهاي توسعه و طراحی

سرفصل ها
توزیع شده سیستم هاي در پایه مفاهیم و تعاریف •

منظوره خاص و منظوره عام توزیع شده سیستم هاي •

توزیع شده سیستم هاي در ارتباطات و الگوریتم ها مدل سازي روش هاي •

همگام سازي پروتکل هاي و زمان •

توزیع شده هش جداول و نام گذاري پروتکل هاي •

شایعه پراکنی و چندپخشی پروتکل هاي •

اجماع و انتخاب پروتکل هاي •

آن ها با مواجهه و خرابی انواع •

ایمنی و امنیت ملاحظات •

توزیع شده نرم افزارهاي تحلیل و طراحی •

نوین کاربردهاي در توزیع شده نرم افزارهاي توسعه ملاحظات •

(پیشنهادي) ارزشیابی روش
نمره درصد 40 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 40 نیم سال: پایان آزمون •

نمره درصد 20 پروژه: •
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پیشنهادي علمی منابع
[1] A. D. Kshemkalyani and M. Singhal. Distributed Computing: Principles, Algorithms, and Systems.

Cambridge University Press, 2011.

[2] S. Ghosh. Distributed Systems: An Algorithmic Approach. 2nd Edition, CRC Press, 2015.

[3] M. van Steen and A. S. Tanenbaum. Distributed Systems. distributed-systems.net, 2023.

[4] A. S. Tanenbaum and M. van Steen. Distributed systems: principles and paradigms. 2nd Edition, CreateS-
pace Independent Publishing Platform. 2016
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نرم افزاري سیستم هاي امنیت فارسی: به درس عنوان
واحد و درس نوع Software Systems Security انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
آشنا امن کاربردي برنامه هاي و نرم افزاري سیستم هاي پیاده سازي و طراحی در اصلی چالش هاي با را دانشجویان درس این
هستند موضوعاتی از آسیب پذیري ها از مهاجمان بهره بردن چگونگی و نرم افزار، آسیب پذیري هاي انواع امنیت، اهمیت می سازد.
چرخه و امنیت تلفیق با روشمند صورت به می توان چگونه می آموزند دانشجویان همچنین، می شوند. مطرح درس این در که
مدل سازي امنیتی، نیازمندي هاي تحلیل دانشجویان است لازم کار، این براي کرد. مقابله حمله ها با نرم افزار توسعه حیات
برخی با دانشجویان همچنین، فراگیرند. را امنیتی آزمون و بازبینی نیز و امن، برنامه نویسی امنیتی، مخاطرات مدیریت تهدید،

می شوند. آشنا نرم افزار امن توسعه براي موجود ابزارهاي از

سرفصل ها
حمله ها و آسیب پذیري امنیتی، ویژگی هاي نرم افزار، در امنیتی مسائل مقدمه: •

امنیتی استانداردهاي •

نرم افزار استقرار و تولید مراحل در امنیت مخاطرات، تحلیل و تهدید مدل سازي امنیتی: توسعه حیات چرخه •

امنیتی آزمون طرحهاي آسیب پذیري، ارزیابی امنیتی: آزمون •

خرابی تزریق فاز، آزمون نفوذ، آزمون پوشش، و آزمون روشهاي •

زبان بر مبتنی امنیت •

وب تحت برنامه هاي در امنیت •

موبایل کاربردي برنامه هاي در امنیت •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] A. K. Talukder, and M. Chaitanya. Architecting Secure Software Systems. CRC Press, 2009.

[2] G. McGraw, Software Security: Building Security In, Addison-Wesley, 2006.

[3] M. Dowd, J. McDonald, and J. Schuh. The Art of Software Security Assessment: Identifying and Preventing
Software Vulnerabilities. Addison-Wesley, 2006.

[4] A. Shostack. Threat Modeling: Designing for Security. Wiley, 2014.

[5] M. Howard, D. LeBlanc, J. Viega. 24 Deadly Signs of Software Security: Programming Flaws and How to
Fix Them. McGraw-Hill, 2009.
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پیشرفته داده هاي پایگاه فارسی: به درس عنوان
واحد و درس نوع Advanced Databases انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
با دانشجویان همچنین است. داده پایگاه سیستم هاي و داده ها پایگاه طراحی پیشرفته مفاهیم با آشنایی درس این هدف
تکنولوژي هاي جدیدترین و پایه موضوعات جمله از سیستم ها این با مرتبط پژوهش هاي در اخیر سال هاي پیشرفت هاي
خواهند آشنا داده پایگاه با مرتبط زیرساخت هاي بهینه سازي و نگهداري داده، پایگاه مدیریت سیستم هاي در شده استفاده

شد.

سرفصل ها
داده پایگاه هاي در پرس وجوها پردازش •

داده پایگاه هاي در پرس وجوها بهینه سازي •

داده پایگاه هاي در تراکنش ها مدیریت •

داده پایگاه هاي در پذیري توالی •

داده پایگاه هاي در همروندي کنترل •

داده پایگاه هاي در (ریکاوري) ترمیم مدیریت •

داده پایگاه سیستم هاي معماري هاي •

موازي داده هاي پایگاه •

توزیعشده داده هاي پایگاه •

داده پایگاه امنیت تامین رویکردهاي با آشنایی •

کاربرد، ...) توسعه نمایه سازي، (روش هاي پیشرفته مباحث •

(پیشنهادي) ارزشیابی روش
نمره درصد 60 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 40 نیم سال: پایان آزمون •

پیشنهادي علمی منابع
[1] A. Silberschatz, H. F. Korth, and S. Sudarshan. Database system concepts. 7th Edition, McGraw-Hill

Education, 2020.

[2] R. Elmasri and S. Navathe. Fundamentals of database systems. 7th Edition, Pearson, 2016.

[3] J. A. Hoffer, V. Ramesh, and H. Topi. Modern database management. 13th Edition, Pearson, 2019.
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رایافیزیکی سیستم هاي فارسی: به درس عنوان
واحد و درس نوع Cyber-Physical Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
با آشنایی هدف با درس این آن ها، کاربرد شدن فراگیر و توزیع شده ماهیت با رایافیزیکی سامانه هاي روزافزون اهمیت به نظر
نیازمندي ها، توصیف روش هاي درس این مخاطبان است. شده طراحی رایافیزیکی سامانه هاي تحلیل و طراحی، مدل سازي،
و گرفت خواهند فرا را سامانه ها این تحلیل و مدل بر مبتنی طراحی فیزیکی، و سایبري بخش هاي مدل سازي ریاضیات
وجه بر تاکید با رایافیزیکی سامانه هاي اهداف تحقق در را زمان بندي الگوریتم هاي و ترکیبی، مدل هاي زمان، محوري نقش
جدي توجه مورد نرم افزار سطح در کارایی و ایمنی نظیر جنبه هایی تضمین روش هاي همچنین کرد. خواهند درك نرم افزاري
جنبه و شده ارائه مفاهیم عمیق تر درك به خاص کاربردي دامنه یک در ابزارها و استانداردها برخی از استفاده می گیرد. قرار

نمود. خواهد کمک آن ها کاربردي

سرفصل ها
رایافیزیکی سامانه هاي در پایه مفاهیم و تعاریف •

سامانه محاسباتی بخش هاي مدل سازي •

سامانه فیزیکی بخش هاي مدل سازي •

زمان دار مدل هاي و زمان توصیف •

ترکیبی مدل سازي و مدل ها ترکیب •

وارسی و بودن) زنده ایمنی، (زمانی، نیازمندي ها بیان •

غیرپردازشی منابع مدیریت و بی درنگ زمان بندي الگوریتم هاي •

خودرو) (نظیر خاص کاربردي دامنه ي در توسعه متدولوژي هاي و ایمنی استانداردهاي برخی معرفی •

نهفته نرم افزارهاي آزمون و طراحی ابزارهاي به کارگیري و معرفی •

تاب آوري) و اطمینان، قابلیت مصرفی، انرژي (نظیر غیرکارکردي معیارهاي برخی بهینه سازي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 مقاله): ارائه و (مرور کلاسی فعالیت هاي •

نمره درصد 60 آزمون: •

نمره درصد 20 پروژه: •
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پیشنهادي علمی منابع
[1] R. Alur. Principles of Cyber-Physical Systems. MIT Press, 2023.

[2] S. Mitra. Verifying Cyber-Physical Systems: A Path to Safe Autonomy. MIT Press, 2021.

[3] E. A. Lee and S. A. Seshia. Introduction to Embedded Systems: A Cyber-Physical Systems Approach. 2nd
Edition, MIT Press, 2017.

[4] H. Kopetz. Real-Time Systems: Design Principles for Distributed Embedded Applications. 2nd Edition,
Springer, 2011.
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داده تحلیل فارسی: به درس عنوان
واحد و درس نوع Data Analytics انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
فرصت. یک هم می کند ایجاد تهدید یک هم اتفاق این می کند. پیدا افزایش دارد قرار ما دسترس در که داده اي حجم روز هر
تصمیمات و باشیم داشته خود محیط به نسبت بهتري درك که می کند کمک ما به جدید داده هاي که است این جدید فرصت
که است این درس این هدف می شود. سخت تر روز به روز درست شهود کردن پیدا که است این جدید تهدید بگیریم. بهتري
می توانند: دانشجویان درس این پایان در کنند. پیدا خود محیط به نسبت بهتري شهود بتوانند تا کند کمک دانشجویان به
انتشار و انتقال و داده تحلیل براي را توانایی این و شوند آشنا داده تحلیل تکنیک هاي و داده تحلیل ابزارهاي جدید ترین با
مسائل در را خود ماشین یادگیري و ریاضی مهارت هاي بتوانند که می کند کمک دانشجویان به درس این کنند. استفاده نتایج
براي را داده تحلیل و ماشین یادگیري جدید ابزارهاي بتوانند تا می کند آماده را دانشجوها درس این بگیرند. کار به واقعی

کنند. پیش گویی داده آینده به راجع بتوانند و کنند استفاده داده الگوهاي استنباط

سرفصل ها
داده تحلیل فرایند •

داده روي جدید شهود کردن پیدا •

شهود انتقال و مصورسازي •

آماري استنباط •

پیش بینی تحلیل •

ماشین یادگیري •

عمیق یادگیري •

پایین نظارت با ماشین یادگیري •

داده خصوصی حریم و امنیت •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 کلاسی: فعالیت •
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پیشنهادي علمی منابع
[1] S. Berinato. Good Charts. The HBR Guide to Making Smarter, More Persuasive Data Visualizations.

Harvard Business Review Press, 2016.

[2] C. N. Knaflic. Storytelling with Data. John Wiley & Sons, 2015.

[3] R. Rafael and A. Irizarry. Introduction to Data Science, Data Analysis and Prediction Algorithms. CRC
Press, 2019.
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کامپیوتري سیستم هاي کارایی ارزیابی فارسی: به درس عنوان

واحد و درس نوع Performance Evaluation of Computer

Systems
انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
براي ابزارهایی عنوان به شبیه سازي و صف نظریه اتفاقی، فرایندهاي احتمال، آمار، مفاهیم از استفاده درس این هدف
امکان دانشجویان به فوق ابزارهاي با آشنایی داشتن می باشد. مخابراتی و کامپیوتري سیستم هاي کمی مطالعه و مدل سازي

دهند. انجام شبکه و کامپیوتري سیستم هاي تحلیل و ارزیابی زمینه در ناب پژوهش هاي می دهد

سرفصل ها
آمار و احتمال نظریه و مبانی بر مروري اندازه گیري، روش هاي و کارایی ارزیابی و سیستم ها تحلیل اهمیت •

چرنوف چبیشف، مارکوف، شامل نامساوي ها ،Z و لاپلاس جمله از تبدیل ها بر مروري •

بزرگ اعداد قانون تصادفی، متغیرهاي دنباله همگرایی و تصادفی متغیرهاي دنباله حدي، قانون هاي •

Renewal تجدید فرایندهاي و اتفاقی فرایندهاي •

مارکف فرایند و مارکف زنجیر ناهمگن، و همگن پواسن فرایند •

لیتل قانون با آشنایی و آن مدل هاي و صف نظریه •

M/M/m/m اتلاف با سیستم هاي نظیر آن گونه هاي و M/M/1 صف سیستم •

Phase type ،Coxian ارلانگ، سرور مدل هاي •

vacation تعطیلات و priority تقدم با صف هاي و M/G/1 صف سیستم •

سیستم و صف در انتظار زمان و مشتري تعداد توزیع توابع و Busy Period مشغولیت دوره •

BCMP و جکسون نظیر بسته و باز حاصلضرب شکل به صف شبکه هاي •

خروجی تحلیل و درستی سنجی و راستی آزمایی شبیه سازي، روش هاي و اصول •

(پیشنهادي) ارزشیابی روش
نمره درصد 70 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 30 نیم سال: پایان آزمون •
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پیشنهادي علمی منابع
[1] D.P. Bertsekas and J. N. Tsitsiklis. Introduction to Probability. 2nd Edition, Athena Scientific, 2008.

[2] S.M. Ross. A First Course in Probability. 10th Edition, Pearson, 2019.

[3] K.S. Trivedi. Probability and Statistics with Reliability, Queuing, and Computer Science Applications. 3rd
Edition, John Wiley and Sons, New York, 2016.

[4] M. Harchol-Balter. Performance Modeling and Design of Computer Systems: Queueing Theory in Action.
Cambridge University Press, 2013.

[5] J. F. Shortle, J. M. Thompson, and D. Gross. Fundamentals of Queueing Theory. 5th Edition, Wiley, 2018

[6] K. Kant. Introduction to Computer System Performance Evaluation. McGraw-Hill, 1992.



63 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

داده آماري تحلیل فارسی: به درس عنوان
واحد و درس نوع Statistical Data Analysis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
می پردازد. داده ها تحلیل براي لازم آماري عملی و نظري پایه هاي ارائه به درس این

سرفصل ها
احتمالات با آشنایی •

آمار با آشنایی •

درست نمایی) بیشینه و بازه اي، (نقطه اي، آن انواع و تخمین •

آن خطاهاي انواع و فرضیه تست •

خطی رگرسیون •

واریانس تحلیل •

Kruskal-Wallis و Wilcoxin signed-ranked تست مانند پارامتر بدون روش هاي •

بیزي استنتاج و آمار •

(پیشنهادي) ارزشیابی روش
نمره 3 نظري: تمرین هاي •

نمره 15 پایانی: و میان ترم آزمون هاي •

نمره 2 آزمونک ها: •

پیشنهادي علمی منابع
[1] R. Walpole, R. Myers, S. Myers, and K. Ye. Probability& Statisticsfor Engineers& Scientists. 9th Edition,

Pearson, 2016.

[2] A. Tamhane and D. Dunlop. Statistics and Data Analysis: From Elementary to Intermediate. Pearson; 1999.

[3] G. Casella and R. L. Berger. Statistical Inference, Cengage Learning. 2nd Edition, Cengage Learning,
2001.
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پیشرفته کامپیوتري شبکه هاي فارسی: به درس عنوان
واحد و درس نوع Advanced Computer Networks انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
این گرفتن قرار هم کنار ساختار همچنین و امروزي اینترنت شبکه ي فناوري هاي با دانشجویان آشنایی درس، این از هدف
در کلیدي عملیات عنوان به مسیریابی بر تاکید با اینترنت ساختار و فناوري ها این چگونگی و چرایی فهم است. فناوري ها

می شود. ارائه درس این در NFV و SDN مانند شبکه در نوین رویکردهاي معرفی همچنین و اینترنت،

سرفصل ها
اینترنت در ازدحام کنترل •

BGP و OSPF بر تاکید با کامپیوتري شبکه هاي در مسیریابی •

اینترنت در مراتب سلسله و معماري •

AS ها بین ارتباط در BGP پروتکل نقش و خدمات دهندگان مختلف سطوح و ISP ها ساختار •

کامپیوتري شبکه هاي در سرویس کیفیت •

نزدیکی در محتوا ذخیره سازي براي نهان حافظه از استفاده و ترافیک توزیع مکانیسم محتوا، توزیع شبکه هاي •

مصرف کنندگان
MPLS بر مبتنی شبکه هاي •

MPLS و BGP-TE و OSPF-TE بر تاکید با ترافیک مهندسی •

(SDN) نرم افزار با تعریف شده شبکه هاي •

(Service Chaining) خدمت زنجیره سازي ،OpenFlow پروتکل •

(NFV) شبکه توابع مجازي سازي و شبکه توابع ،(Overlay) پوشان شبکه هاي •

داده مراکز شبکه هاي و معماري ها •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پژوهشی: سمینار و تکالیف •

نمره درصد 70 پایان ترم: و میان ترم آزمون هاي •



65 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

پیشنهادي علمی منابع
[1] D. Medhi and K. Ramasamy. Network Routing: Algorithms, Protocols, and Architectures. 2nd Edition.

Morgan Kaufmann. 2017.

[2] L. L. Peterson and B. S. Davie. Computer Networks: A Systems Approach. 6th Edition, Morgan Kaufmann.
2021.

[3] L. L. Peterson, C. Cascone, B. O’Connor, T. Vachuska, and B. Davie. Software Defined Networks: A
Systems Approach. Morgan Kaufmann. 2021.
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کلان داده پردازش فارسی: به درس عنوان
واحد و درس نوع Big Data Processing انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
با مرتبط زیرساخت هاي در مطرح مسائل و مفاهیم با دکترا و ارشد کارشناسی دانشجویان کردن آشنا درس، این هدف
می شود تدریس عملی و ملموس صورت به درس این در مطرح مفاهیم تمامی است. بزرگ داده هاي مدیریت و ذخیره سازي
به کنند. کار عملی صورت به آن ها با و کرده راه اندازي را تدریس شده زیرساخت هاي که می شود خواسته دانشجویان از و
آموزش حین در و شود انتخاب نیز آن از عملی فناوري یک زیرساختی، مفهوم هر از است شده سعی بهتر همگرایی منظور
Hadoop و Apache پشته از فناوري هاي همه آسان تر، یکپارچگی همچنین و بیشتر راحتی منظور به گردد. تدریس مفاهیم

شده اند. انتخاب

سرفصل ها
عامل سیستم بر عملی مروري •

عملی صورت به داده پایگاه هاي بر مروري •

کانتینر فناوري و مجازي ماشین هاي •

(MapReduce و Hadoop (مانند حجیم داده هاي تحلیل در عامل سیستم با مرتبط مفاهیم •

Hadoop در کاري جریان هاي •

Spark و حافظه اي داخل محاسبات •

HBase و Hive در آن ها کاوش و داده انبار هاي •

(Flume و Sqoop (با داده یکپارچگی •

(DataFrame و Spark SQL ،Pig (با بالاتر لایه APIهاي با داده تحلیل •

Spark با توزیع شده ماشین یادگیري بر مقدمه اي •

(پیشنهادي) ارزشیابی روش
نمره) درصد 40) پایان نیم سال و میان نیم سال آزمون هاي آزمون: •

نمره). درصد 40) می شوند داده تحویل نیم سال طول در که عملی پروژه یک و تئوري تمرین سه پروژه: و تمرین •

استاد کمک با را پژوهش کار دانشجو می شود. تعیین پایان نیم سال آزمون از قبل پژوهش موضوع پژوهشی: گزارش •

نمره). درصد 20) می دهد ارائه گزارش قالب در را پژوهش نتیجه کار، انجام از پس و کرده آغاز درس

پیشنهادي علمی منابع

[1] B. Bengfort and J. Kim. Data analytics with Hadoop: an introduction for data scientists. O’Reilly, 2016.
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نرم افزار مهندسی در الگوها فارسی: به درس عنوان
واحد و درس نوع Patterns in Software Engineering انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
با آشنایی ضمن دانشجویان است. نرم افزار مهندسی در آن ها کاربرد و الگوها با دانشجویان کردن آشنا درس، این هدف
آشنا نیز پادالگوها و کد بازآرایی الگوهاي با فرایند، مهندسی و مجدد مهندسی معماري، طراحی، تحلیل، رایج الگوهاي
و ساختارها با کافی آشنایی پرکاربرد، الگوهاي تفصیلی معرفی بر تأکید ضمن میشود سعی الگوها، تعدد دلیل به می شوند.

شود. حاصل نیز الگوها تحلیل و پیچیدگی مدیریت روش هاي و مبنایی اصول

سرفصل ها
نرم افزار مهندسی در الگوها بر مقدمه اي •

GoF طراحی الگوهاي •

GRASP طراحی الگوهاي •

معماري الگوهاي •

کد بازآرایی الگوهاي •

مجدد مهندسی الگوهاي •

پادالگوها •

الگوها تحلیل و پیچیدگی مدیریت طبقه بندي، روش هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 60 پایان ترم: و میان ترم آزمون هاي •

نمره درصد 20 ترم: طول در تمرین هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] E. Gamma, R. Helm, R. Johnson, and J. Vlissides. Design Patterns: Elements of Reusable Object-Oriented

Software. 1st Edition, Addison-Wesley, 1995.

[2] F. Pikus. Hands-On Design Patterns with C++. 2nd Edition, Packt Publishing, 2023.

[3] F. Buschmann, R. Meunier, H. Rohnert, P. Sommerlad, and M. Stal. Pattern-Oriented Software Architec-
ture: A System of Patterns. Vol. 1. Wiley, 1996.

[4] F. Buschmann, K. Henney, and D.C. Schmidt. Pattern-Oriented Software Architecture: On Patterns and
Pattern Languages. Vol. 5, Wiley, 2007.

[5] J. Kerievsky. Refactoring to Patterns. Addison-Wesley, 2004.
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پیشرفته شبکه امنیت فارسی: به درس عنوان
واحد و درس نوع Advanced Network Security انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
دانش که است شده طراحی دانشجویانی براي و می دهد پوشش را شبکه امنیت روش هاي و مفاهیم از مجموعه اي درس این
شبکه هاي و سیستم ها به حمله انواع درس، این در دارند. رمزنگاري الگوریتم هاي و کامپیوتري شبکه هاي خصوص در را پایه
شامل امن شبکه هاي معماري و شبکه امنیت در رمزنگاري کاربردهاي آن ها، با مقابله و تشخیص روش هاي و کامپیوتري
نشت از جلوگیري روش هاي مسیریابی، امنیت ،AAA خدمات پروتکل هاي و روش ها فیلترینگ، و لبه در دفاع سیستم هاي
پژوهشی مقاله هاي و آزمایشگاهی فعالیت هاي از مجموعه اي می شود. داده پوشش VPN تکنولوژي هاي و (DLP) اطلاعات

شود. ایجاد درس پژوهشی و کاربردي جنبه بین توازنی تا می شود ارائه درس طول در

سرفصل ها
امنیت فرامدل هاي و مدل ها شبکه، امنیت مفاهیم مقدمه: •

حمله هاي بدافزارها، عمر چرخه ،Spoofing و ،Sniffing ،DoS حمله هاي حمله ها، طبقه بندي حمله: و تهدید ها •

پنج گانه لایه هاي
ثابت، شبکه هاي در کلید توزیع روش هاي شبکه، امنیت پروتکل هاي در رمزنگاري کاربردهاي کاربردي: رمزنگاري •

بلوکی زنجیره و بی نامی ، روش هاي موردي، و سیار،
،(NAC) شبکه و سیستم در دسترسی کنترل آتش، دیواره هاي معماري ،SAFE معماري امن: شبکه هاي معماري •

(DLP) اطلاعات رفتن بین از و نشت از جلوگیري روش هاي
VPN فناوري هاي نفوذ، تشخیص سامانه هاي مسیریابی، امنیت •

بی سیم شبکه هاي امنیت •

شبکه در فورنزیک ترافیک، تحلیل روش هاي شبکه، امنیت در نو روندهاي •

خصوصی حریم حفظ و اشیا اینترنت امنیت •

چندابري و ابر امنیت ،SDC و ،SET ،PCI-DSS فناوري هاي ،IP Telephony و VoIP سرویس در امنیت •

MPC و گروهی امضاهاي مانند رمزنگاري پیشرفته کاربردهاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 25 میان ترم: آزمون •

نمره درصد 30 پایان ترم: آزمون •

درصد 15 ارائه: •
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پیشنهادي علمی منابع
[1] William Stallings.Cryptography and Network Security - Principles and Practice. Pearson, 8th Edition. 2020,

[2] Darren Death. Information Security Handbook. Packet Publishing. 2017.

[3] M. Ciampa. Security+ Guide to Network Security Fundamentals. Cengage Learning, 2015.

[4] William Stallings. Network Security Essentials: Applications and Standards. Pearson; 6th Edition, 2016.

[5] C. Douligeris and D. N. Serpanos. Network Security: Current Status and Future Directions. Wiley-IEEE
Press, 2007.
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اطلاعات هوشمند بازیابی فارسی: به درس عنوان
واحد و درس نوع Intelligent Information Retrieval انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
پایه مفاهیم به پرداختن از پس درس این در است. اطلاعات بازیابی زمینه در دانشجویان اطلاعات گسترش درس این هدف
معرفی دارند مصنوعی هوش مباحث در ریشه که اطلاعات بازیابی پیشرفته مدل هاي جستجو، موتورهاي و اطلاعات بازیابی
نمود. اشاره عصبی شبکه هاي و ماشین یادگیري زبانی، مدل بر مبتنی مدل هاي به می توان روش ها این جمله از می شوند.
پرسمان پیشنهاد توصیه گر، سیستم هاي جمله از جستجو، موتورهاي و اطلاعات بازیابی پیشرفته و ویژه کاربردهاي همچنین
مورد چندوجهی و بین زبانی اطلاعات بازیابی و خبره یاب، و پاسخ و پرسش سیستم هاي جستجو، شخصی سازي جستجو،

می گیرند. قرار بررسی

سرفصل ها
جستجو موتورهاي ساختار و اطلاعات بازیابی بر مقدمه اي •

احتمالاتی برداري، فضاي بولی، مدل هاي اطلاعات: بازیابی پایه روش هاي بر مروري •

اطلاعات بازیابی در ارزیابی روش هاي •

زبانی مدل بر مبتنی اطلاعات بازیابی •

زبانی مدل بر مبتنی روش هاي مرتبط، بازخورد روش هاي واژگانی: تطابق عدم مشکل حل روش هاي •

رتبه بندي براي یادگیري مدل هاي بر مبتنی اطلاعات بازیابی •

عصبی شبکه بر مبتنی اطلاعات بازیابی •

اطلاعات بازیابی و بزرگ زبانی مدل هاي •

چندوجهی اطلاعات بازیابی و بین زبانی اطلاعات بازیابی •

جستجو شخصی سازي جستجو، پرسمان پیشنهاد جستجو: پرسمان داده هاي تحلیل •

عصبی توصیه مدل هاي مشارکتی، پالایش بر مبتنی توصیه محتوا، بر مبتنی توصیه توصیه گر: سامانه هاي •

خبره یابی پاسخ، و پرسش کاربردي: سامانه هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] W. B. Croft, D. Metzler, and T. Strohman. Search Engines: Information Retrieval in Practice. Pearson, 2010.

[2] C. Manning, P. Raghavan, and H. Schutz. Introduction to Information Retrieval. Cambridge University
Press, 2008.

[3] R. Baeza-Yates and B. Ribeiro-Neto. Modern Information Retrieval: The Concepts and Technology behind
Search. ACM Press, 2010.

[4] S. Ceri, A. Bozzon, M. Brambilla, E.D. Valle, P. Fraternali and S. Quarteroni. Web Information Retrieval.
Springer, 2013.
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طبیعی زبان هاي پردازش فارسی: به درس عنوان
واحد و درس نوع Natural Language Processing انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
سیستم هاي از است. کامپیوتر محیط در طبیعی زبان فهم توانایی ایجاد روش هاي با دانشجویان نمودن آشنا درس این هدف
و ماشینی، ترجمه اطلاعات، استخراج احساس، تحلیل پاسخ، و پرسش سیستم هاي به می توان زبان پردازش بر مبتنی
زبان پردازش روش هاي با آشنایی سیستم هایی چنین طراحی راستاي در گام مهم ترین کرد. اشاره متون خلاصه سازي
طبیعی زبان پردازش روش هاي معرفی به درس، این در می کنند. عمل آماري الگوریتم هاي مبناي بر بیشتر که است طبیعی
نقش برچسب گذاري معنایی، تحلیل نامدار، موجودیت هاي تشخیص زبان، نحوي تجزیه کلام، اجزاي برچسب زنی جمله از

شد. خواهد پرداخته موضوع تشخیص و معنایی،

سرفصل ها
طبیعی زبان پردازش اولیه مفاهیم با آشنایی •

املایی خطاي تصحیح بن واژه سازي، ریشه یابی، بهنجارسازي، واحدسازي، متن: پیش پردازش •

زبانی مدل هاي ارزیابی عصبی، و احتمالاتی زبانی مدل هاي زبانی: مدل هاي •

عصبی شبکه و خطی جبر بر مبتنی کلمات ایستاي بازنمایی واژه، بر مبتنی بازنمایی متن: بازنمایی •

متن خوشه بندي و دسته بندي •

دنباله اي عصبی مدل سازي شرطی، تصادفی میدان مارکوف، مخفی مدل متن: دنباله اي مدل سازي •

نامدار موجودیت هاي تشخیص و کلام اجزاي برچسب زنی •

مبدلها توجه، مکانیزم کدگذار-کدگشا، مدل هاي دنباله به دنباله: مدل هاي •

بزرگ زبانی مدل هاي و بافت بر مبتنی پویا بازنمایی •

وابستگی تجزیه سازه، بر مبتنی آماري و نحوي تجزیه زبان: نحوي تجزیه •

معنایی نقش برچسب گذاري کلمات، معنایی ابهام رفع متن: معنایی تحلیل •

مکالمه محور سامانه هاي پاسخ، و پرسش متون، خلاصه سازي و ترجمه احساس، تحلیل کاربردي: سامانه هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 پروژه: و تمرین ها •

نمره درصد 70 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] D. Jurafsky and J. Martin, Speech and Language Processing: An Introduction to Natural Language

Processing, Computational Linguistics, and Speech Recognition. 3rd Edition (draft), 2025.

[2] Yoav Goldberg. A Primer on Neural Network Models for Natural Language Processing. 2015.
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موازي الگوریتم هاي فارسی: به درس عنوان
واحد و درس نوع Parallel Algorithms انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
است بزرگ یا کوچک پردازنده ي چندین به کمک «تپنده» مدارهاي طراحی یا محاسبات انجام موازي پردازش از اصلی هدف
تحلیل و طراحی و موازي پردازش نظري مباحث با درس، این در دانشجویان کرد. کسب را بالایی تسریع و کارایی بتوان تا
موازي برنامه نویسی با نیز و می شوند آشنا «پی رم» انتزاعی مدل نیز و مختلف، موازي معماري هاي روي بر موازي الگوریتم هاي

می دهند. انجام عملی کار و می شوند آشنا چندریسه اي محاسبات و نگاشت-کاهش مدل گرافیکی، پردازنده هاي بر مبتنی

سرفصل ها
موازي الگوریتم هاي با آشنایی •

مقدماتی مسائل براي موازي الگوریتم هاي •

پایه اي الگوریتم هاي و (PRAM) پی رَم مدل •

مدار سطح در موازي الگوریتم هاي •

مرتب سازي شبکه هاي •

توري بر مبتنی موازي الگوریتم هاي •

گراف الگوریتم هاي •

مکعب) فوق (خانواده ي کم قطر با معماري هاي •

GPU بر مبتنی نگاشت-کاهش مدل •

چندریسه اي برنامه سازي •

(پیشنهادي) ارزشیابی روش
نمره) درصد 30) پایان ترم و نمره)، درصد 30 تا 25) میان ترم آزمون هاي آزمون: •

نمره) درصد 15) GPU/CUDA از استفاده با عملی تمرین 2 نمره)؛ درصد 20 تا 15) نظري تمرین 6 یا 5 تمرین: •

نمره). درصد 15) ارائه و مقاله یک مطالعه پژوهش: •
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پیشنهادي علمی منابع
[1] F.T. Leighton. Introduction to Parallel Algorithms and Architectures: Arrays, Trees, Hypercubes. Morgan

Kaufmann, 1992.

[2] B. Parhami. Introduction to Parallel Processing: Algorithms and Architectures. Plenum Press, 2000.

[3] D.B. Kirk and W.W. Hwu. Programming Massively Parallel Processors: A Hands-on Approach. 2nd
Edition, Morgan Kaufmann, 2012. (supplementary text for multicore programming in CUDA.)

[4] T. Cormen, C. Leiserson, R. Rivest, and C. Stein (CLRS). Introduction to Algorithms. 4th Edition, MIT
Press, 2022.
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پیچیده شبکه هاي تحلیل فارسی: به درس عنوان
واحد و درس نوع Complex Networks Analysis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
در می باشد. پیچیده شبکه اي و گرافی داده هاي پردازش و تحلیل تکنیک هاي با دانشجویان نمودن آشنا درس این هدف
مرتبط، مختلف مسائل همچنین می گردند. تحلیل تجربی و نظري صورت به آن ها انواع و پیچیده شبکه هاي درس، این
و جوامع ساختار پیوند ها، تحلیل شکل گیري، فرایند هاي انتشار، بهینه سازي تاثیر، بیشینه سازي تصادفی، مدل هاي قبیل از

می گیرند. قرار بررسی مورد بازنمایی یادگیري و پیوندها پیش بینی خوشه بندي،

سرفصل ها
پیچیده. شبکه هاي تحلیل ساده روش هاي با آشنایی مثال ها، و کاربردها پیچیده، شبکه هاي معرفی مقدمه: •

غول پیکر، جزء درجه، توزیع قبیل از آن گوناگون جنبه هاي تجربی و نظري تحلیل و تجزیه و تصادفی گراف مدل •

قطر. و خوشه بندي ضریب
مدل ها. عملی و نظري تحلیل و تجزیه کوچک، دنیاي مدل هاي کوچک، دنیاي پدیده •

.submodular بهینه سازي پیچیده، شبکه هاي در تاثیر کردن بیشینه پیچیده، شبکه هاي در اطلاعات آبشاري رفتار •

.CELF الگوریتم پیچیده، شبکه هاي در شیوع کشف •

آن. تجربی و نظري تحلیل و ترجیحی اتصال توانی، درجه توزیع پیچیده، شبکه هاي تشکیل فرایندهاي •

کاربردها. شخصی شده، صفحه رتبه الگوریتم صفحه، رتبه الگوریتم ،HITTS الگوریتم پیوندها، ساختار تحلیل و تجزیه •

الگوریتم هاي پیمانگی، نیومن، گیروان الگوریتم پیچیده، شبکه هاي در خوشه ها و انجمن ها ساختار ضعیف، روابط قدرت •

سریع. پیمانگی بهینه سازي نظري، تحلیل پیچیده، شبکه هاي خوشه بندي براي طیفی
.AGM الگوریتم ،CPM الگوریتم ،NCP نمودار پیچیده، شبکه هاي در همپوشان خوشه هاي و انجمن ها •

نزدیکی. معیارهاي بر مبتنی روش هاي یادگیري، بر مبتنی روش هاي پیچیده، شبکه هاي در پیوند پیش بینی •

.node2vec الگوریتم ،deepwalk الگوریتم پیچیده، شبکه هاي در بازنمایی یادگیري •

پیچیده. شبکه هاي ساختار استنتاج آن ها، مختلف معماري هاي و گرافی عصبی شبکه هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] D. Easley and J. Kleinberg. Networks, Crowds, and Markets: Reasoning about a Highly Connected World.

Cambridge University Press, 2010.

[2] T. Christiano Silva and L. Zhao. Machine Learning in Complex Networks. Springer, 2016.

[3] M. Newman. Networks. Oxford University Press, 2018.
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اجتماعی شبکه هاي فارسی: به درس عنوان
واحد و درس نوع Social Networks انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
اقتصادي و اجتماعی شبکه هاي تحلیل و مطالعه براي که تکنیک هایی و مدل ها از بالا سطح دید یک کسب براي درس این
Complex) پیچیده (1 دارند: اصلی مشخصه چند اقتصادي و اجتماعی شبکه هاي است. شده ارائه می شوند برده کار به
و باهوش عوامل تعامل اثر در (2 دارند، را پیچیده شبکه هاي گراف هاي اصلی مشخصه هاي از بسیاري و هستند (Network

کرد. مشخص را آن ها ویژگی هاي قطعی صورت به نمی توان موارد بسیاري در و هستند تصادفی (3 می شوند، ایجاد خودخواه
موارد بسیاري در و گرفته نشأت بالا دسته سه هر از داریم کار و سر آن ها با درس این در که تکنیک هایی و مدل ها بنابراین
نظریه احتمال، نظریه از استفاده با که داریم کار و سر مدل هایی با درس این در منظور همین به می شوند. ترکیب هم با نیز

می شوند. ساخته ترکیبیات و گراف نظریه و بازي

سرفصل ها
شبکه ها) این تجربی مشاهدات و شبکه ها اندازه گیري و (نمایش شبکه تحلیل مبانی و پیش زمینه ها •

شبکه ) تشکیل استراتژیک مدل هاي و شبکه، رشد تصادفی مدل هاي تصادفی، (گراف هاي شبکه ها شکل گیري مدل هاي •

شبکه ها در انتشار •

شبکه ها در یادگیري •

شبکه تحت بازي هاي •

شبکه اي بازارهاي •

شبکه ها در منابع تخصیص قوانین و تعاونی بازي هاي نظریه •

اقتصادي و اجتماعی تعاملات اندازه گیري •

(پیشنهادي) ارزشیابی روش
نمره) درصد 60) آزمون •

نمره) درصد 20) تمرین •

نمره) درصد 20) سمینار •

پیشنهادي علمی منابع
[1] M. Newman. Networks. Oxford University Press, 2018.

[2] M. O. Jackson. Social and economic networks. Princeton University Press, 2010.

[3] D. Easley and J. Kleinberg. Networks, crowds, and markets: Reasoning about a highly connected world.
Cambridge University Press, 2010.
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نرم افزار تکامل فارسی: به درس عنوان
واحد و درس نوع Software Evolution انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
و مراقبت صرف را خود منابع از زیادي حجم جدید، نرم افزاري سیستم هاي تولید جاي به اغلب نرم افزار تولیدکنندگان
کردن پیدا سیستم، پیاده سازي و طراحی بهبود شامل اغلب نگهداري و مراقبت این می کنند. موجود سیستم هاي از نگهداري
کار ادامه از اطمینان حصول نرم افزار»، «تکامل فرایند از هدف می باشد. نرم افزار به جدید امکانات افزودن و خطاها رفع و
درس، این هدف است. زمان بر و پیچیده فرایندي خود که است آن تولید مرحله از بعد نرم افزاري سیستم یک موفقیت آمیز
می باشد. زمینه این در ارائه شده روش هاي و ابزارها پژوهش ها، آخرین و نرم افزار» «تکامل مفاهیم با دانشجویان کردن آشنا

سرفصل ها
نرم افزار تکامل مقدماتی مفاهیم •

نرم افزاري سیستم هاي معکوس مهندسی •

موروثی سیستم هاي بازمهندسی •

تکاملی نرم افزار معماري •

نرم افزار تکامل در جدید مفاهیم •

(پیشنهادي) ارزشیابی روش
نمره درصد 60 پایان ترم: و میان ترم آزمون هاي •

نمره درصد 20 ترم: طول در تمرین هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] B. Vogel-Heuser, J. Keim, L. Märtin, M. Goedicke, R. Reussner, and W. Hasselbring. Managed Software

Evolution. Springer International Publishing, 2019.

[2] N. Ford, R. Parsons, P. Kua, and P. Sadalage. Building Evolutionary Architectures. 2nd Edition, O’Reilly
Media, 2022.

[3] T. Mens and S. Demeyer (Eds.). Software Evolution. Springer, 2008.

[4] C. Bird, T. Menzies, and T. Zimmermann. The Art and Science of Analyzing Software Data. 1st Edition,
Morgan Kaufmann, 2015.

[5] P. Tripathy and K. Naik. Software Evolution and Maintenance: A Practitioner’s Approach. 1st Edition,
Wiley, 2014.
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بزرگ مقیاس نرم افزاري سیستم هاي فارسی: به درس عنوان
واحد و درس نوع Large-Scale Software Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
این ایجاد و توسعه فرایند و وسیع مقیاس فوق سیستم هاي ویژگی هاي و مفاهیم با دانشجویان آشنایی درس این از هدف
موجود چالش هاي و سیستم ها این کاربري رشد به رو روند و تکاملی سیر است. نرم افزار مهندسی اصول براساس سیستم ها
وسیع، مقیاس سیستم هاي تطبیق پذیري تعامل پذیري، یکپارچه سازي، بحث هاي می گیرد. قرار بررسی مورد مختلف، ابعاد از

دارد. قرار چارچوب این در نیز ابري رایانش و اشیاء اینترنت ،API معماري کسب وکار، فرایندهاي مدیریت

سرفصل ها
آن ها تحقیقاتی حوزه هاي و چالش ها ویژگی ها، شناخت و وسیع مقیاس فوق سیستم هاي معرفی •

بزرگ مقیاس در مولفه بر مبتنی توسعه •

سازمان ها در یکپارچه سازي الگوهاي و پایه اصول •

وسیع مقیاس سامانه هاي در تعامل پذیري •

سرویس ها یکپارچه سازي و تطبیق •

مرتبط زبان هاي و (BPM) کسب وکار فرایندهاي مدیریت •

یکپارچه سازي براي فراگیر رویکردي - API معماري •

وسیع مقیاس سیستم هاي ایجاد در ابري رایانش و اشیاء اینترنت نقش •

(پیشنهادي) ارزشیابی روش
نمره درصد 60 پایان ترم: و میان ترم آزمون هاي •

نمره درصد 20 ترم: طول در تمرین هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] J. Geewax. API Design Patterns. Simon and Schuster, 2021.

[2] A. Seth and K. Seth. Understanding Service-Oriented Architecture: Designing Adaptive Business Model
for SMEs. BPB Publications, 2020.

[3] B. Zuhaira and N. Ahmad. Business process modeling, implementation, analysis, and management: the
case of business process management tools. Business Process Management Journal, 2020.

[4] R. Stackowiak, A. Licht, V. Mantha, and L. Nagode. Big Data and the Internet of Things: enterprise
information architecture for a new age. 1st Edition, Apress, 2015.
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برنامه ها وارسی و توصیف فارسی: به درس عنوان
واحد و درس نوع Program Specification and Verification انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
فنون درس این است. برنامه وارسی کننده هاي ساخت و تئوري و منطق با برنامه ها عملکرد توصیف بر مقدمه اي درس این
مهارت هاي دانشجویان می دهد. پوشش را زمینه این در نوین ابزارهاي مجموعه و برنامه ها درباره صوري استدلال براي قدرتمند
می سازد امکان پذیر را پیچیده برنامه هاي پیمانه اي وارسی که وارسی کننده ابزارهاي به کارگیري و توسعه، طراحی، براي را لازم
از اصول این به کارگیري چگونگی و استدلال پایه اي اصول از مختلفی انواع دانشجویان این، بر علاوه آورد. خواهند دست به

می گیرند. فرا را خودکار ابزارهاي طریق

سرفصل ها
برنامه ها صحیح کارکرد توصیف براي ریاضی منطق بر مبتنی روش هاي •

منطقی استدلال مبانی •

منطق فرمول هاي درباره خودکار استدلال براي SMT حل کننده هاي •

وارسی روش هاي مدل سازي براي (Viper (مثل وارسی میانی زبان هاي •

رویه ها و حلقه ها وارسی •

حافظه) پویاي مدیریت (مثل برنامه ها چالش برانگیز ویژگی هاي وارسی •

همروند برنامه هاي وارسی •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 ترم: میان آزمون •

نمره درصد 30 ترم: پایان آزمون •

نمره درصد 40 درس: پروژه و عملی تکلیف هاي انجام •

پیشنهادي علمی منابع
[1] F. Nielson and H. Riis Nielson. Formal Methods: An Appetizer. Springer International Publishing, 2019.

[2] B.C. Pierce et al. Software Foundations. Published online: https://softwarefoundations.cis.upenn.edu, last
accessed 2024.
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ابري رایانش فارسی: به درس عنوان
واحد و درس نوع Cloud Computing انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مکانیزم ها و روال ها سایر و ابري امنیت ابري، زیرساخت هاي ابري، رایانش مزایاي جمله از مفاهیمی با دانشجو درس این در
پایان در می شود. پرداخته ابر با مرتبط نوظهور روندهاي و فناوري ها به درس این در همچنین می شود. آشنا ابري رایانش در

شد. خواهند معرفی نیز محبوب ابري بسترهاي هاي خدمات و تجاري ابرهاي

سرفصل ها
ابري ارائه دهندگان سرویس هاي و ترکیبی) - خصوصی - عمومی (ابر ابري رایانش عمومی مفاهیم •

ابري داده مراکز طراحی اساسی مفاهیم •

گنجانه ها و مجازي ماشین هاي بر تاکید با سازي مجازي روش هاي •

ریزسرویس ها بر مروري •

(..،IPFS ،HDFS ،GFS) توزیعی فایل سیستم هاي •

(Spark ،Map-Reduce) کلان داده پردازش •

خوشه اي رایانش مفاهیم •

(..،Yarn ،Mesos) خوشه و ابر رایانش در زمان بندي •

(Omega ،Borg) خوشه مدیریت •

سرور بدون رایانش •

ماشین یادگیري و گراف پردازش هاي و خصوصی حریم امنیت، •

ابري داده مراکز در انرژي مصرف بهینه سازي •

(پیشنهادي) ارزشیابی روش
نمره درصد 70 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 30 نیم سال: پایان آزمون •
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پیشنهادي علمی منابع
[1] L. Wang, R. Ranjan, J. Chen, and B. Benatallah. Cloud Computing: Methodology, Systems, and Applica-

tions. CRC Press, 2017.

[2] N.Poulton. The Kubernetes Book. kindle Edition, 2024.

[3] N. K. Sehgal, P. C. P. Bhatt, and J. M. Acken. Cloud Computing with Security and Scalability. Concepts
and Practices. 3rd Edition, Springer, 2023.

[4] R. Buyya, C. Vecchiola, S. Selvi. Mastering cloud computing: foundations and applications programming.
Newnes, 2013.

[5] S. Murugesan and I. Bojanova. Encyclopedia of cloud computing. John Wiley and Sons, 2016.
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کاربردي ترکیبیات فارسی: به درس عنوان
واحد و درس نوع Applied Combinatorics انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
و الگوریتم ها چگونه اینکه و است کامپیوتري کاربردهاي براي ریاضی پیشرفته مفاهیم با دانشجویان کردن آشنا درس هدف
مفاهیم جایگاه از مناسبی درك به درس این گذراندن با دانشجویان کنند. مدل ریاضی فرم هاي به را کامپیوتري روال هاي
درك براي اعداد نظریه مفاهیم درس این در رسید. خواهند ریاضی زبان به الگوریتم ها تحلیل و کامپیوتر رشته در ریاضی

می گردد. کامپیوتري مباحث در ترکیبیات مفاهیم بهتر درك به منجر که شد خواهد ارائه سیستم در امنیت مفاهیم

سرفصل ها
الگوریتم ها و توابع در بازگشت مفهوم •

انتگرال و سري ها مفهوم از استفاده با بازگشت حل شیوه هاي •

تفاضلی محاسبات •

صحیح اعداد توابع •

اعداد نظریه •

شمارش •

ترکیبیات •

استرلینگ دوم و اول اعداد فیبوناچی، سري قبیل از خاص سري هاي •

مولد توابع •

محدب بهینه سازي و خطی برنامه ریزي بهینه سازي، •

(پیشنهادي) ارزشیابی روش
نمره درصد 40 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 50 نیم سال: پایان آزمون •

نمره درصد 10 پروژه: •

پیشنهادي علمی منابع
[1] R. L. Graham, D. E. Knuth, and O. Patashnik. Concrete Mathematic: A Foundation for Computer Science.

2nd Edition, 1994.

[2] A. Tucker. Applied Combinatorics. 6th Edition, Wiley, 2012.

[3] M. Keller and W. Trotter. Applied Combinatorics. https://www.appliedcombinatorics.org/, 2017.
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نرم افزار سنتز فارسی: به درس عنوان
واحد و درس نوع Software Synthesis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
می کنند. تولید را برنامه کد متن نظر، مورد برنامه توصیف از که می شود اطلاق الگوریتم هایی و روش ها مجموعه به نرم افزار سنتز
از و برنامه سازي زبان هاي ریاضی مبانی به اتکا با سو یک از سنتز تکنیک هاي است. میان رشته اي دانش یک نرم افزار سنتز
که است افرادي به رساندن یاري سنتز مهم اهداف از یکی می کنند. کار مصنوعی هوش الگوریتم هاي مبناي بر دیگر سوي
برنامه ایجاد می توانند برنامه، رفتار براي مثال هایی نظیر بالا سطح توصیف هاي ارائه با افراد این ندارند. برنامه نویسی تخصص
توسط محدودیت حل سنتز مثال، با برنامه نویسی نظیر جدید و کلاسیک حیطه هاي با درس این در دانشجویان کنند. جدید

می شوند. آشنا عصبی شبکه هاي کمک با سنتز و داده علوم در سنتز انواع، کمک با سنتز ،SMT solver ابزار

سرفصل ها
پایین) به بالا بالا، به پایین از شمارشی (جستجوي استقرایی سنتز بر مقدمه اي •

سنتز در آماري مدل هاي •

تصادفی جستجوي •

حالت فضاي نماینده هاي بر مبتنی جستجوي •

نظریات پیمانه در صدق پذیري و (SAT) بولی صدق پذیري مساله •

طرح با محدودیت بر مبتنی سنتز •

عملکردي سنتز بر مقدمه اي •

سنتز تا درستی سنجی از •

پالایش انواع با سنتز •

(deductive) استنتاجی سنتز •

داده علم براي سنتز •

مدل یادگیري •

(پیشنهادي) ارزشیابی روش
نمره درصد 60 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 40 نیم سال: پایان آزمون •
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پیشنهادي علمی منابع
[1] A. Solar-Lezama. Introduction to Program Synthesis. MIT, 2018.

[2] S. Gulwani, O. Polozov, and R. Singh. Program Synthesis. Now Foundations and Trends, 2017.

[3] B. C. Pierce et al.. Software Foundations. https://softwarefoundations.cis.upenn.edu/, University of
Pennsylvania, 2024.
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پیشرفته عامل سیستم هاي فارسی: به درس عنوان
واحد و درس نوع Advanced Operating Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
است. مقیاس پذیر عامل سیستم هاي در تحقیقاتی و عملی موضوعات عامل، سیستم هاي در پیشرفته مفاهیم ارائه درس هدف
عامل سیستم هاي تاثیر عامل، سیستم هاي طراحی نیازمندي هاي سیستم، کل در سیستم عامل وظیفه و جایگاه درس این در

شد. خواهد بیان سیستم ها این گونه در عامل سیستم هاي جایگاه و توزیع شده سیستم هاي نرم افزارها، و ماشین طراحی در

سرفصل ها
کامپیوتري سیستم هاي جمله از سیستم طراحی بر مروري •

مدرن معماري هاي بر تاکید با عامل سیستم هاي طراحی •

پروسه ها مابین اطلاعات تبادل و ارتباط •

زمان بندي و طراحی مجازي: ماشین هاي •

توزیع شده و موازي سیستم هاي •

پروسه ها مهاجرت و میان افزار •

چندهسته اي ماشین هاي بر تاکید با همروندي •

چندهسته اي ماشین هاي در عامل سیستم هاي •

لبه و ابر نظیر، به نظیر سیستم هاي حوزه هاي در سیستم عامل ملاحظات •

سیستم عامل سطح در امنیت و خرابی، از بازیابی خرابی، با مواجهه •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 40 نیم سال: پایان آزمون •

نمره درصد 30 پروژه: •
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پیشنهادي علمی منابع
[1] A. S. Tanenbaum and H. Bos. Modern Operating Systems. Pearson, 2015.

[2] A. Silberschatz, P. B. Galvin, and G. Gagne. Operating System Concepts. 10th Edition, Wiley, 2018.

[3] M. van Steen and A.S. Tanenbaum. Distributed Systems. 4th Edition, distributed-systems.net, 2023.

[4] D. R. Engler, M. F. Kaashoek, and J. O’Toole. Exokernel: An Operating System Architecture for
Application-Level Resource Management. Proceedings of the 15th ACM Symposium on Operating System
Principles, Dec. 1995.

[5] Z. Shen, Z. Sun, G. E. Sela, E. Bagdasaryan, C. Delimitrou, R. V. Renesse, and H. Weatherspoon.
X-Containers: Breaking Down Barriers to Improve Performance and Isolation of Cloud-Native Containers.
In Proceedings of the 24th International Conference on Architectural Support for Programming Languages
and Operating Systems (ASPLOS ’19), April 2019.
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تصمیم یار سامانه هاي فارسی: به درس عنوان
واحد و درس نوع Decision Support Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
دانشی اکتشاف براي مختلف ابزارهاي از استفاده و دانش با آن ارتباط و تصمیم سازي مفهوم با آشنایی درس این اصلی هدف
طراحی گام هاي با دانشجویان باشد. داشته تصمیم سازي با مستقیمی ارتباط می تواند و است نهفته داده داخل در که است
تصمیم یاري هسته ي و آن ها میان ارتباط و سامانه لازم مولفه هاي اطلاعاتی، ورودي هاي شناسایی یعنی تصمیم یار سامانه هاي

شد. خواهند آشنا

سرفصل ها
مختلف ابعاد در دانش و تصمیم ارتباط و داده، و دانش تصمیم، مفاهیم معرفی •

نیازهاي و سازمان یک در تصمیم سازي مختلف ابعاد سازمان، یک واقعی شرایط در تصمیم سازي مسئله دشواري هاي •

تصمیم گیران متنوع
انسان تصمیم گیري رویکردهاي بر مروري •

سامانه ها این توسعه و طراحی فرایند و تصمیم گیري، پشتیبانی سامانه هاي انواع و معماري اجزا، کاربردها، تعاریف، •

DSS توسعه در آن کاربرد و Data warehouse معرفی •

تصمیم گیري پشتیبانی در ماشین یادگیري و داده کاوي اصول •

تصمیم گیري پشتیبانی فازي و معمولی خبره سامانه هاي •

سازمانی / گروهی / چندمعیاره تصمیم یاري •

دانش مدیریت کمک به تصمیم یاري •

توصیه گر سیستم هاي •

تصمیم پشتیبان سیستم هاي انتخاب و ارزیابی معیارهاي •

مدیریتی داشبوردهاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 60 پروژه: و تکالیف •

نمره درصد 20 میان ترم: امتحان •

نمره درصد 20 پایان ترم: امتحان •
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پیشنهادي علمی منابع
[1] S. Bandyopadhyay. Decision Support System: Tools and Techniques. CRC press, 2023.

[2] C. L. Meador and D. N. Ness. A Case Study of the Use of a Decision Support System. Legare Street Press,
2023.

[3] H. Wadi. A Practical Guide to Decision Support System With Analytic Hierarchy Process Method Using
Python GUI & MySQL, Case Study: Determining Scholarship Recipients. Turida publisher, 2023.

[4] S. Liu, P. Zaraté, D. Kamissoko, I. Linden, and J. Papathanasiou. Decision Support Systems XIII. LNBIP
474, Springer, 2023.
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چندعاملی سیستم هاي فارسی: به درس عنوان
واحد و درس نوع Multi-Agent Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
حوزه این در متداول مکانیزم هاي و چندعاملی سامانه هاي طراحی اصول و مفاهیم با دانشجویان نمودن آشنا درس این هدف
مطالعه همچنین، است. سامانه هایی چنین در باهم عامل ها همکاري و ارتباط چگونگی و یک دیگر از عامل ها درك براي

است. درس این اهداف از جمعی هوش و چندعاملی وظیفه تخصیص و برنامه ریزي رویکردهاي و الگوریتم ها

سرفصل ها
و متمرکز توزیع شده، سیستم هاي رقابتی؛ و تعاونی چندعاملی سیستم هاي خودمختاري؛ و عامل معرفی مقدمه: •

غیرمتمرکز
غیره) و JADE ،FIPA-ACL ،KQML) عامل ها میان ارتباطی زبان هاي گفتاري، کنش ارتباط: برقراري •

روش هاي ناسازگاري ها، مدیریت نتیجه، و وظیقه اشتراك گذاري توزیع شده، تعاونی مسئله حل عامل ها: بین همکاري •

چندعاملی برنامه ریزي هماهنگی، ایجاد
شکل گیري جمع-صفر، و رقابتی و تعاونی تعامل راه حل، ویژگی هاي و مفهوم اولویت، و سودمندي چندعاملی: تعامل •

غیره و زندانی، دوراهی همکاري:
دستکاري استراتژي راي گیري، مطلوب خواص راي گیري، فرایند اجتماعی، انتخاب و رفاه توابع گروهی: تصمیم گیري •

مذاکره راهبردي،
بازي هاي ساده، بازي هاي بازنمایی ماژولار، بازنمایی بازنمایی، و محاسباتی چالش هاي تعاونی، بازي هاي ائتلاف: تشکیل •

ائتلاف ساختار ایجاد هدف دار، ائتلافی
برنده تعیین ترکیبی، مزایده هاي منبع، یک براي مزایده مزایده، انواع طبقه بندي منابع: تخصیص •

انواع و چالش ها همگرایی، انواع یادگیري، عمومی فرایند بازي ها: در (MARL) چندعاملی تقویتی یادگیري •

عامل الگوریتم هاي
Q یادگیري نش، Q یادگیري کمینه -بیشینه، Q (یادگیري مشترك عمل یادگیري :MARL پایه الگوریتم هاي •

سیاست بر مبتنی یادگیري عامل، مدل سازي همبسته)،
MARL در عمیق یادگیري بر مبتنی روش هاي بر مختصري اشاره •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] M. Wooldridge. An Introduction to MultiAgent Systems. 2nd Edition, 2009.

[2] S. V. Albrecht, F. Christianos, and L. Schäfer. Multi-Agent Reinforcement Learning: Foundations and
Modern Approaches. MIT Press, 2024.



94 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

خودسازمانده و خودتطبیق سیستم هاي فارسی: به درس عنوان

واحد و درس نوع Self-Adaptive and Self-Organizing

Systems
انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
تغییرات به توجه با سیستم ها این نگهداري چالش هاي و بزرگ سامانه هاي پیچیدگی چالش با آشنایی درس این موضوع
سیستم ها این در تغییرات اعمال خودکار شیوه هاي از استفاده ضرورت و نوین فناوري هاي و کسب وکار نیازمندي هاي پیوسته
سامانه هاي و متمرکز سامانه هاي بخش دو در خودمختار رایانش و خودتطبیقی مفاهیم با دانشجویان راستا این در است.
قالب در را توزیع شده یا متمرکز خودتطبیق سامانه هاي توسعه و طراحی تحلیل، مهارت هاي و می شوند آشنا توزیع شده

می گیرند. فرا هوشمند عامل هاي

سرفصل ها
خودتطبیقی ضرورت و بزرگ مقیاس سیستم هاي در پیچیدگی •

بازخورد کنترل چرخه هاي و کنترل تئوري •

(اتونومیک) خودمختار رایانش •

خود-* خصیصه هاي و خودتطبیق سامانه •

آن مولفه هاي و MAPE-K خودتطبیق چرخه معرفی •

توزیع شده محیط در خودسازماندهی سامانه هاي •

خودتطبیق سامانه هاي براي نرم افزار مهندسی رویکردهاي •

اشیاء اینترنت در خودتطبیقی •

(پیشنهادي) ارزشیابی روش
نمره درصد 60 ترم: پایان و ترم میان آزمون •

نمره درصد 40 عملی: و تحقیقاتی پروژه •

پیشنهادي علمی منابع
[1] D. Weyns. An Introduction to Self-adaptive Systems: A Contemporary Software Engineering Perspective.

Wiley, 2021.

[2] S. P. Singh et al. (Ed.). Smart Computing and Self-adaptive Systems. CRC Press, 2022.

[3] P. Lalanda, J. A. McCann, and A. Diaconescu. Autonomic Computing, Principles, Design and Implementa-
tion. Springer, 2013.

[4] B. H. C. Cheng et al.. Software Engineering for Self-Adaptive Systems. Springer, LNCS, 2017.
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اتکاپذیر نرم افزاري سیستم هاي فارسی: به درس عنوان
واحد و درس نوع Dependable Software Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
نرم افزاري، سیستم یک اجزاي تمام در مهم بسیار کیفی نیازمندي یک عنوان به اتکاپذیري مفهوم با آشنایی درس هدف
این در است. نرم افزاري سیستم یک بودن اتکاپذیر از اطمینان روش هاي و اتکاپذیر نرم افزاري سیستم هاي ساخت روش هاي
تشخیص، اصولی روش هاي و کرد خواهند پیدا نرم افزاري سیستم هاي در عیوب انواع با عمیقی نسبتاً آشنایی دانشجویان درس

گرفت. فراخواهند را نرم افزاري سیستم هاي در اشکال ترمیم و تحمل ارزیابی،

سرفصل ها
اتکاپذیري با ارتباط در نرم افزار مهندسی چالش هاي •

کارایی و امنیت تاب آوري، اتکاپذیري، با مرتبط واژگان معرفی •

نرم افزارها و سیستم ها در گوناگونی و افزونگی روش هاي •

نرم افزار اتکاپذیري مدل سازي •

نرم افزار اطمینان قابلیت تحلیل •

نرم افزار بازجوان سازي و پیري •

مربوط تحلیل هاي و وارسی نقطه روش •

نرم افزار خرابی درخت تحلیل •

بیدرنگ نهفته و بحرانی-ایمنی نرم افزارهاي •

خودرو نظیر خاص کاربردي دامنه در نرم افزار کیفیت تضمین استانداردهاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 40 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 40 نیم سال: پایان آزمون •

نمره درصد 20 پروژه: •
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پیشنهادي علمی منابع
[1] F. J. Furrer. Safety and Security of Cyber-Physical Systems: Engineering Dependable Software using

Principle-based Development. Springer Vieweg, 2022.

[2] S. Bernardi, J. Merseguer, and D. C. Petriu. Model-Driven Dependability Assessment of Software Systems.
Springer, 2013.

[3] C. Hobbs. Embedded Software Development for Safety-Critical Systems. 2nd Edition, CRC Press, 2020.

[4] I. Koren and C.M. Krishna. Fault-Tolerant Systems. 1st Edition, Morgan Kaufmann Publishers, Elsevier,
2007.

[5] H. Pham. System Software Reliability. Springer-Verlag, 2006.
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عمیق یادگیري فارسی: به درس عنوان
واحد و درس نوع Deep Learning انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
این است. مسائل انواع حل در رویکرد این کاربرد و عصبی رایانش اصول و مفاهیم با دانشجویان نمودن آشنا درس این هدف
خواهد تمرکز زمینه این در یافته ها جدیدترین و عمیق شبکه هاي روي بر عصبی، رایانش اصلی مفاهیم آموزش بر علاوه درس

کرد.

سرفصل ها
کاربردها پیاده سازي، روش هاي تاریخچه، انگیزه، و تعریف عصبی: رایانش معرفی •

تعمیم و حفظ قدرت چندلایه، شبکه هاي آدالین، و پرسپترون پردازشگر واحدهاي شبکه، گراف جلورو: شبکه هاي •

زمانی سري هاي پیش بینی در کاربرد شبکه، آموزش مختلف روش هاي خطا، پس انتشار قانون جلورو: شبکه هاي •

شونده متکامل خودسازمانده ویژگی نقشه هاي خودسازمانده، ویژگی نقشه و رقابتی یادگیري •

متراکم شبکه باقیمانده اي، شبکه آن، توسعه هاي و پیچشی شبکه •

انقباضی و پشته اي نویزگیر نویزگیر، تنک، شده، تنظیم پایه، خودکدگذار شبکه هاي خودکدگذار: شبکه هاي •

پخشی مدلهاي تقابلی، مولد شبکه تغییراتی، خودکدگذار شبکه مولد: مدل هاي •

دروازه دار بازرخدادي واحد بلند، کوتاه-مدت حافظه معمولی، بازرخدادي واحد بازرخدادي: شبکه هاي •

زمانی سري هاي پیش بینی در کاربرد کامل، بازگشتی جردن، المن، شبکه هاي معماري ها، بازرخدادي: شبکه هاي •

عمیق باور شبکه هاي محدود، بولتزمن ماشین بولتزمن، ماشین آن: توسعه هاي و بولتزمن ماشین •

جی-پی-تی برت، ترانسفورمر، مدل توجه، انواع توجه: مکانیزم •

نمونه کاربردهاي تقویتی، یادگیري در عمیق عصبی شبکه هاي تقویتی، یادگیري معرفی عمیق: تقویتی یادگیري •

(پیشنهادي) ارزشیابی روش
نمره درصد 50 پروژه ها: و ین ها تمر •

نمره درصد 20 مطالعاتی: گزارش •

نمره درصد 30 نیم سال: پایان آزمون •
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پیشنهادي علمی منابع
[1] I. Goodfellow, Y. Bengio, and A. Courville. Deep Learning. MIT Press, 2016.

[2] A. Zhang, Z. C. Lipton, M. Li and A. J. Smola. Dive into Deep Learning. 2021.

[3] S. Samarasinghe. Neural Networks for Applied Sciences and Engineering. Taylor & Francis, 2006.

[4] S. Haykin. Neural Networks and Learning Machines. Prentice-Hall, 2009.
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نرم افزار ایجاد متدولوژي هاي فارسی: به درس عنوان
واحد و درس نوع Software Development Methodologies انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
ضمن دانشجویان است. مرتبط اصول و مفاهیم و نرم افزار ایجاد متدولوژي هاي با دانشجویان کردن آشنا درس، این هدف
نرم افزار، ایجاد فرایند متامدل هاي و الگوها/پادالگوها متدولوژي ها، ارزیابی و تحلیل روش هاي با مطرح، متدولوژي هاي با آشنایی
مبناي متدولوژي ها بین در شیءگرا مشی حاضر حال در اینکه به توجه با می شوند. آشنا متدولوژي مهندسی روش هاي و

دارد. تمرکز شیءگرا متدولوژي هاي بر عمدتاً درس فعلی محتواي و ساختار است، غالب

سرفصل ها
مربوطه ارزیابی معیارهاي و شیءگرا متدولوژي هاي تکاملی تاریخچه •

شیءگرا مشی بارز نمودهاي بررسی - Fusion متدولوژي تحلیلی معرفی •

OOSE و ،OMT ،Booch ،RDD متدولوژي هاي - دوم و اول نسل هاي شاخص متدولوژي هاي اجمالی معرفی •

TSP-PSP و ،FOOM ،EUP ،USDP ،RUP ،OPM متدولوژي هاي - سوم نسل متدولوژي هاي تحلیلی معرفی •

،Scrum ،DSDM ،FDD ،Crystal ،AUP ،XP متدولوژي هاي - چابک چارچوب هاي و متدولوژي ها تحلیلی معرفی •

DAD و
نرم افزار ایجاد فرایند الگوهاي پاد و الگوها •

نرم ا فزار ایجاد فرایند متامدل هاي •

متدولوژي مهندسی روش هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 60 پایان ترم): و میان ترم (آزمون هاي آزمون •

نمره درصد 25 می شوند): داده تحویل نیم سال طول در که تمرین (سه پژوهشی تمرین •

نمره درصد 15 :(EPFC ابزار با متدولوژي مهندسی تمرین (یک عملی تمرین •

پیشنهادي علمی منابع
[1] B. Henderson-Sellers, J. Ralyté, P. J. Agerfalk, and M. Rossi. Situational Method Engineering. Springer-

Verlag, 2014.

[2] C. Jones. Software Methodologies: A Quantitative Guide. 1st Edition, CRC Press, 2022.

[3] R. Ramsin and R. F. Paige. Process-centered review of object-oriented software development methodologies.
ACM Computing Surveys 40, 1, Article 3, pp. 1-89, 2008.

[4] OMG. Software and Systems Process Engineering Metamodel Specification (v2.0). OMG, 2008.
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سازمانی معماري فارسی: به درس عنوان
واحد و درس نوع Enterprise Architecture انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
است. سازمانی معماري کلیدي و پایه اي مبانی و مفاهیم با دانشجویان آشنایی و سازمانی معماري مبانی و اصول درس هدف
نگهداري و استفاده براي لازم رویکرد هاي و به روش ها رایج، متدولوژي هاي چارچوب ها، تاریخچه، با دانشجویان درس این در

شد. خواهند آشنا سازمانی معماري

سرفصل ها
سازمانی معماري حوزه مفاهیم و کلیات با آشنایی •

سازمانی معماري تدوین فرایند اجمالی معرفی •

اطلاعات فناوري راهبردي ریزي برنامه مبانی با آشنایی •

سازمانی معماري چارچوب هاي تشریح و معرفی •

سازمانی معماري متدولوژي هاي تشریح و معرفی •

گرا سرویس سازمانی معماري معرفی •

سازمانی معماري نگهداشت و پیاده سازي با آشنایی •

سازمانی معماري ابزارهاي کاربرد با آشنایی •

سازمانی معماري نگهداري و پیاده سازي به روش هاي •

زیرساخت و امنیت اطلاعات، کاربرد، کار، و کسب مرجع مدل هاي •

سازمانی معماري انتقال و مدیریت •

سازمانی معماري ارزیابی •

(پیشنهادي) ارزشیابی روش
نمره درصد 60 پایان ترم: و میان ترم آزمون هاي •

نمره درصد 40 پژوهشی: تکلیف هاي •
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پیشنهادي علمی منابع
[1] S. Kotusev. The Practice of Enterprise Architecture: A Modern Approach to Business and IT Alignment.

2nd Edition, SK Publishing, 2021.

[2] T. Iyamu. Enterprise Architecture for Strategic Management of Modern IT Solutions. 1st Edition, CRC
Press, 2022.

[3] M. Lankhorst. Enterprise Architecture at Work: Modelling, Communication and Analysis. 4th Edition,
Springer Berlin Heidelberg, 2018.

[4] S. Chalmers Musukutwa. SAP Enterprise Architecture: A Blueprint for Executing Digital Transformation.
1st Edition, Apress, 2022.
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پیشرفته نرم افزار مهندسی فارسی: به درس عنوان
واحد و درس نوع Advanced Software Engineering انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
متدلوژي هاي شامل که است نرم افزار توسعه در استفاده مورد مختلف پارادایم هاي با دانشجویان آشنایی درس این از هدف

می شود. نرم افزار توسعه پیچیدگی مدیریت به مختلف رویکردهاي همچنین و نرم افزار توسعه مختلف

سرفصل ها
نرم افزار توسعه پیچیدگی هاي •

نرم افزار توسعه متدلوژي هاي تکامل •

سرویس گرا، نرم افزار مهندسی جنبه گرا، رویکرد شیءگرا، نرم افزار (توسعه نرم افزار پیچیدگی مدیریت رویکردهاي •

عامل) بر مبتنی نرم افزار مهندسی
مدل بر مبتنی نرم افزار توسعه •

نرم افزار محصول خط مهندسی •

نرم افزار توسعه چابک روش هاي •

(DevOps) عملیات و توسعه فرهنگ •

نرم افزار توسعه در صوري و نیمه صوري روش هاي •

جستجو بر مبتنی نرم افزار مهندسی •

(پیشنهادي) ارزشیابی روش
نمره درصد 50 تحقیق: و پروژه تمرینات، شامل کلاسی فعالیت هاي •

نمره درصد 50 آزمون ها: •

پیشنهادي علمی منابع
[1] D. Farley. Modern Software Engineering: Doing What Works to Build Better Software Faster. Pearson

Education, 2021.

[2] V. Gruhn and R. Striemer. The Essence of Software Engineering. Springer Cham, 2020.

[3] G. Booch, R. A. Maksimchuk, M. W. Engle, B. j. Young, J. Connallen, and k. A. Houston. Object-oriented
analysis and design with applications. 3rd Edition, Addison-Wesley Professional, 2008.

[4] K. Pohl, G., Böckle, and F. J. van der Linden. Software Product Line Engineering: Foundations, Principles
and Techniques. Springer Berlin Heidelberg, 2005.

[5] M. Derek and M. Jones. Search-Based Software Engineering. Knowledge Software, Ltd. 2020.
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نیازمندي ها مهندسی فارسی: به درس عنوان
واحد و درس نوع Requirements Engineering انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
نشود. داده پاسخ درستی به سیستم آن نیازمندي هاي به اگر شد خواهد مواجه شکست با کامپیوتري سیستم یک پیاده سازي
پیچیده فرایندي به نیز آن ها نیازمندي هاي دقیق شناسایی کامپیوتري، سیستم هاي پیچیدگی افزایش و گسترش با همراه
اعتبارسنجی و مدل سازي، مستندسازي، و توصیف شناسایی، براي فنونی و روش ها از تا است لازم بنابراین، است. گردیده تبدیل
با تکمیلی تحصیلات مقاطع دانشجویان آشناسازي درس، این از هدف شود. استفاده کامپیوتري سیستم هاي نیازمندي هاي
شناسایی و استخراج (1) از: عبارتند شد خواهند مطرح درس این در که مباحثی خاص، طور به است. فنون و روش ها این
مستندسازي و توصیف فنون (3) نیازمندي ها، اولویت بندي و سازمان دهی (2) غیرکارکردي، و کارکردي نیازمندي هاي

نیازمندي ها. اعتبارسنجی و وارسی، تحلیل، فنون (5) نیازمندي ها، مدل سازي فنون (4) نیازمندي ها،

سرفصل ها
نیازمندي ها مهندسی مبانی •

نیازمندي ها استخراج و مسئله دامنه درك •

نیازمندي ها ارزیابی •

نیازمندي ها مستندسازي و توصیف •

نیازمندي ها کیفی تضمین •

ردیابی و نیازمندي ها تکامل •

نیازمندي ها مهندسی در مقصودگرایی •

نیازمندي ها مدل سازي •

نیازمندي ها اعتبارسنجی و وارسی •

نیازمندي ها مدیریت •

(پیشنهادي) ارزشیابی روش
نمره درصد 60 پایان ترم: و میان ترم آزمون هاي •

نمره درصد 40 پژوهشی: تکلیف هاي •
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پیشنهادي علمی منابع
[1] P. A. Laplante and M. H. Kassab. Requirements Engineering for Software and Systems. 4th Edition, CRC

Press, 2022.

[2] A. Lamsweerde. Requirements Engineering: From System Goals to UMLModels to Software Specifications.
Wiley, 2018.

[3] J. Dick, E. Hull, and K. Jackson. Requirements Engineering. 4th Edition, Springer International Publishing,
2017.
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بازي ها الگوریتمی نظریه فارسی: به درس عنوان
واحد و درس نوع Algorithmic Game Theory انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
اجتماعی علوم و کسب وکار اقتصادي، حوزه هاي آن ها مهم ترین که دارد حوزه ها از بسیاري در وسیعی کاربردهاي بازي ها نظریه
آن ها از کدام هر که داریم سروکار خودخواه و هوشمند عامل هاي شامل سیستم هایی با بازي ها نظریه در کلی به طور است.
قرار ما اختیار در را سیستم ها از این گونه تحلیل ابزار بازي ها نظریه می دهند. تغییر را سیستم وضعیت خویش مصالح به بنا

کنیم. کنترل منطقی و درست شیوه اي به را آن ها بتوانیم تا می کند کمک و می دهد

سرفصل ها
بازي ها انواع اولیه، مفاهیم و مقدمات •

مربوطه مسائل و تعادل نقاط محاسبه •

هاوسون لمکه الگوریتم و بروور قضیه اسپرنر، لم نش، قضیه •

مرتبط پیچیدگی کلاس هاي و تام جستجوي مسائل •

برد شرایط و بازي گراف •

تشخص و بی نهایت بازي هاي •

درختی اتوماتاي •

مارکوف تصمیم گیري فرایند و تصادفی بازي هاي •

الگوریتمی مکانیزم طراحی •

ترکیبیاتی مزایده هاي و مزایده ها انواع •

بازي ها دینامیک •

یادگیري مسائل •

(پیشنهادي) ارزشیابی روش
نمره) درصد 60) آزمون •

نمره) درصد 20) تمرین •

نمره) درصد 20) سمینار •
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پیشنهادي علمی منابع
[1] T. Roughgarden. Twenty Lectures on Algorithmic Game Theory. Cambridge University Press, 2016.

[2] K. R. Apt and E. Grädel. Lectures in game theory for computer scientists. Cambridge University Press, 2011.

[3] Y. Shoham and K. Leyton-Brown. Multiagent systems: Algorithmic, game-theoretic, and logical founda-
tions. Cambridge University Press, 2008.

[4] N. Nisan, T. Roughgarden, E. Tardos, and V. V. Vazirani. Algorithmic game theory. Cambridge University
Press, 2007.
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پیچیدگی نظریه فارسی: به درس عنوان
واحد و درس نوع Complexity Theory انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
با آشنایی محاسبه، نظریه اصلی دستاوردهاي بر مروري محاسبه، پیچیدگی براي پایه مدل هاي ارائه درس این از هدف
نظریه این به کارگیري بر مروري همچنین و اصلی فضایی و زمانی پیچیدگی کلاس هاي شناخت حوزه، این اساسی قضایاي
رمزنگاري روش هاي و کوانتومی محاسبات تصادفی، محاسبات موازي، محاسبات مانند محاسبات نظریه جدیدتر شاخه هاي در

است.

سرفصل ها
تورینگ ماشین هاي نظریه بر مروري •

شمارا بازگشتی به طور و بازگشتی زبان هاي •

تصمیم ناپذیر مسائل بر مروري •

مرتبه اول منطق و گزاره ها منطق بر مروري •

فضایی و زمانی پیچیدگی کلاس هاي تعریف •

NP-Complete مسائل و کوك-لوین قضیه و کاهش تعریف •

آن ها مهم مسائل و PSPACE-Complete و coNP رده هاي •

تصادفی الگوریتم هاي پیچیدگی رده هاي •

P کلاس درونی ساختار موازي، الگوریتم هاي •

تقریب ناپذیري کران هاي و تقریبی الگوریتم هاي پیچیدگی رده هاي •

تعاملی اثبات رمزنگاري، و پیچیدگی نظریه هاي ارتباط •

کوانتومی محاسبات پیچیدگی نظریه •

(پیشنهادي) ارزشیابی روش
نمره) درصد 40) پایان ترم و نمره) درصد 25) میان ترم آزمون هاي آزمون: •

نمره) درصد 20) شده معرفی متون اساس بر تمرین سري چند تمرین: •

نمره) درصد 15) باشد. به روز مقاله چند مطالعه مستلزم که مرتبط موضوعات در مقاله اي ارائه پژوهشی: گزارش •
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پیشنهادي علمی منابع
[1] C.H. Papadimitriou. Computational Complexity. Addison-Wesley, 1994.

[2] S. Arora and B. Barak. Computational Complexity: AModern Approach. Cambridge University Press, 2009.

[3] D.Z. Du and K.I. Ko. Theory of Computational Complexity. Wiley, 2000.

[4] I. Wegener. Complexity Theory: Exploring the Limits of Efficient Algorithms. Springer, 2005.
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گراف ها الگوریتمی نظریه فارسی: به درس عنوان
واحد و درس نوع Algorithmic Graph Theory انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
آشنایی ضمن دانشجویان درس این در است. گراف ها نظریه ي در پیشرفته مباحث با دانشجویان آشنایی درس، این از هدف
کارا الگوریتم هاي طراحی روش هاي با وتري، گراف هاي و مسطح گراف هاي تام، گراف هاي نظیر گراف ها از مهمی رده هاي با

می شوند. آشنا گراف ها از دسته این براي

سرفصل ها
اولیه مفاهیم و تعاریف •

بازه اي گراف هاي •

تشخیص الگوریتم هاي و وتري گراف هاي •

مقایسه پذیري گراف هاي •

تام گراف هاي •

درختی عرض و درخت ها •

مسطح گراف هاي •

مسطح گراف هاي روي مسائل •

جداسازها •

مثلث بندي شده گراف هاي •

گراف ها طیفی نظریه •

(پیشنهادي) ارزشیابی روش
نمره درصد 25 نظري: تمرین هاي •

نمره درصد 55 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] M. C. Golumbic. Algorithmic Graph Theory and Perfect Graphs. 2nd Edition, Elsevier, 2004.

[2] G. Chartrand and O. R. Oellermann. Applied and Algorithmic Graph Theory. McGraw-Hill, 1993.

[3] T. Nishizeki and N. Chiba. Planar Graphs: Theory and Algorithms. Dover Publications, 1988.

[4] D. B. West. Introduction to Graph Theory. 2nd Edition, Pearson Education, 2001.
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معنایی وب فارسی: به درس عنوان
واحد و درس نوع Semantic Web انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
است هوشمند سیستم هاي در انسانی عامل هاي پردازشی سربار کاهش منظور به ماشینی هوشمندي افزایش درس از هدف
امکانات معنایی، مختلف لایه هاي و سطوح با درس این در دانشجویان می یابد. تحقق وب فضاي هستان شناسی با امر این که
هستان شانی، ایجاد نحوه و شناسی هستان لایه با مرتبط مهندسی و کاربردي مسائل لایه، هر در موجود منطقی و زبانی

شد. خواهند آشنا هستان شناسی ها نگاشت و هم ترازي

سرفصل ها
RDF طرح و (RDF) منابع توصیف چارچوب •

RDF کاربردهاي و وب در دانش تبادل اطلاعات، نمایش •

غیره) و SPARQL (مانند RDF استنتاج و پرس وجو زبان هاي •

هستان شناسی ها اشتراك گذاري به و انتشار ،(OWL) وب هستان شناسی زبان •

خودکار عامل هاي و سازمانی ادغام دارایی ها، مدیریت دانش، مدیریت •

غیره) و SKOS ،DC ،FOAF (مانند موجود مشترك هستان شناسی هاي •

داده اصل و فراداده •

حرفه اي مسائل و کامپیوتري قوانین اثبات، و داده اعتماد مسائل در گسترده تر کلی تصویر •

معنایی ویکی هاي ترکیبی؛ برنامه هاي توزیع شده؛ محاسبات خودکار؛ استدلال شناختی؛ معماري معنایی؛ وب :3.0 وب •

غیره. و

(پیشنهادي) ارزشیابی روش
نمره درصد 20 میان ترم: آزمون •

نمره درصد 25 پایان ترم: آزمون •

نمره درصد 25 موردي: مطالعه و سازي پیاده شامل عملی تمرین هاي •

نمره درصد 15 پایانی: تحقیقاتی پروژه •

نمره درصد 15 پایانی: عملی پروژه •

امتیازي درصد 10 خوانی: مقاله جلسات در فعال شرکت •
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پیشنهادي علمی منابع
[1] A. Patel, N. C. Debnath, and B. Bhushan. Semantic Web Technologies: Research and Applications. CRC

Press, 2022.

[2] D. Allemang, J. Hendler, and F. Gandon. Semantic Web for the Working Ontologist: Effective Modeling for
Linked Data, RDFS, and OWL. 3rd Edition, ACM books, 2020.

[3] G. Antoniou, P. Groth, F. van Harmelen, and R. Hoekstra. A Semantic Web Primer. 3rd Edition, MIT Press,
2012.

[4] A. Patel and S. Jain. Present and future of semantic web technologies: a research statement. International
Journal of Computers and Applications, 43(5), 413-422, 2021.



112 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

کاربردي ماشین یادگیري فارسی: به درس عنوان
واحد و درس نوع Applied Machine Learning انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
دانشجویان آشنایی درس این هدف است. یافته فراوان کاربرد مهندسی و علوم مختلف حوزه هاي در ماشین یادگیري امروزه
به قادر که مختلفی الگوریتم هاي درس این در است. کاربردي صورت به ماشین یادگیري با مهندسی مختلف رشته هاي
می شود. مطرح زمینه هر در کاربردي پروژه هاي و مثال ها و گرفته قرار بررسی مورد هستند، تجربیات و داده ها از یادگیري

سرفصل ها
کاربردها و یادگیري مختلف رویکردهاي بر مروري مقدمه: •

مصورسازي و فاصله معیارهاي پیش پردازش، داده ها: با آشنایی •

ویژگی ها استخراج و انتخاب •

اصلی مولفه تحلیل ابعاد کاهش •

متغیره چند و غیرخطی خطی، رگرسیون: •

پشتیبان بردار ماشین لجستیکی، رگرسیون ساده، بیز تصمیم، درخت همسایه، k نزدیک ترین دسته بندي: •

مدل انتخاب و متقابل اعتبارسنجی مدل ها: کردن تنظیم و ارزیابی •

چگالی بر مبتنی مراتبی، سلسله افراز، بر مبتنی روش هاي خوشه بندي: •

استکینگ و بوستینگ بگینگ، تجمعی: روش هاي •

عصبی شبکه هاي •

تقویتی یادگیري •

فازي سیستم هاي و ژنتیک الگوریتم هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 40 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] K. Murphy. Machine Learning: A Probabilistic Perspective. MIT Press, 2013.

[2] E. Alpaydin. Introduction to Machine Learning. MIT Press, 2011.

[3] T. Mitchell. Machine Learning. McGraw Hill, 1997.

[4] R. S. Sutton and A. G. Barto. Reinforcement Learning: An Introduction. MIT Press, 2018.
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بهینه سازي روش هاي فارسی: به درس عنوان
واحد و درس نوع Optimization Methods انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
کامپیوتري شبکه هاي حوزه در مطرح مسائل حل و مدل سازي براي ریاضی بهینه سازي روشهاي بر مروري درس، این از هدف
از زیرشاخه اي که می باشد محدب بهینه سازي بر اصلی تأکید است. منابع) تخصیص مسائل ویژه (به سیم بی ارتباطات و
بهینه سازي بودن، محدب می پردازد. محدب مجموعه هاي روي محدب توابع بهینه سازي مسئله مطالعه به و است بهینه سازي
مرتبه شرایط و دارد تطابق سراسري بهینه با الزاماً محلی بهینه حالت، این در زیرا می کند، آسان تر کلی حالت به نسبت را
طریق از مسائل پنهان بودن محدب کشف تکنیک هاي به ویژه اي توجه می شوند. محسوب کافی شرایط بهینگی، براي اول

شد. خواهد الگوریتمی یا تحلیلی صورت به راه حل مناسب توصیف نیز و مناسب دستکاري هاي

سرفصل ها
و انصاف پرتو، بهینگی اقتصادي، کارایی مهندسی، کارایی (سودمندي، منابع تخصیص پایه مفاهیم و مبانی مقدمه، •

آن) انواع
مقعر لاگ و محدب لاگ توابع محدب، شبه توابع محدب، توابع و مجموعه ها •

شبکه اي: مثال هاي مخروطی، دوم، مرتبه مخروطی معین، نیمه مربعی، (خطی، بهینه سازي مسائل کانونی اشکال •

(max-min fair توان تخصیص
تصادفی) و قطعی تکرارشونده بهینه سازي (روش هاي مرتبط الگوریتم هاي و همگرایی اثبات گرادیان، نزول •

دیفرانسیل ساب و گرادیان ساب •

براي آبیاري الگوریتم شبکه اي: (مثال هاي بهینگی) (شرایط (KKT) کاروش-کون-توکر شرایط و دوگانی نظریه •

توان) تخصیص
.ADMM یگان-دوگان، دوگان، صعود الگوریتم هاي محدب، مسائل تجزیه مزدوج، توابع •

توزیع شده بهینه سازي •

غیرمحدّب بهینه سازي بر مقدمه اي •

بهینه سازي) و بازار (طراحی شبکه در منابع تخصیص براي قیمت گذاري مکانیزم هاي بر مقدمه اي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 تمرین ها: •

نمره درصد 60 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پروژه: •



115 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

پیشنهادي علمی منابع
[1] R. Srikant and L. Ying. Communication Networks: An Optimization, Control, and Stochastic Networks

Perspective. Cambridge University Press, 2013.

[2] S. P. Boyd and V. Lieven. Convex Optimization. Cambridge University Press, 2004.

[3] R. A. Berry and R. Johari. Economic Modeling in Networking: A Primer. Foundations and Trends in
Networking, Vol. 6, No. 3, pp. 165-286, 2013.

[4] S. Shakkottai and R. Srikant. Network Optimization and Control. Foundations and Trends in Networking,
Vol. 2, No. 3, pp 271-379, 2008.

[5] M. J. Neely. Stochastic Network Optimization with Application to Communication and Queueing Systems.
Synthesis Lectures on Communication Networks, Morgan & Claypool Publishers, 2010.
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داده خصوصی حریم و امنیت فارسی: به درس عنوان
واحد و درس نوع Data Security and Privacy انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
رابطه اي معماري و مدل ها منظور، این براي است. داده خصوصی حریم و امنیت به مربوط موضوعات در برگیرنده درس این
استنتاج مانند جدید چالش هاي همچنین، می شوند. بیان داده پایگاه هاي در اطلاعات محرمانگی و صحت رویه هاي نیز و امن

می گیرند. قرار بررسی مورد آن ها به مربوط راه کارهاي و داده، خصوصی حریم داده،

سرفصل ها
امنیتی مدل هاي انواع داده، امنیت مکانیزمهاي و نیازها داده، پایگاه هاي بر مقدمه اي مقدمه: •

اختیار اعطاي مدل ،Take-Grant دسترسی کنترل ماتریسی، پایه روش هاي داده ها: اختیاري دسترسی کنترل •

آن، گسترش و System Rدر
NoSQL و XML ،(ORION (مدل شیءگرا جدید: پایگاه داده هاي در دسترسی کنترل •

سندهو جاجودیاـ مدل چندسطحی، امن رابطه اي مدل داده ها: پایگاه اجباري دسترسی کنترل •

دسترسی کنترل مدیریت مدل نقش -مبنا، مدل هاي انواع آن ها: مدیریت و نقش -مبنا دسترسی کنترل مدل هاي •

نقش-مبنا
(مفهومی، مقابله روشهاي و استنتاج حملات انواع مدل، استنتاج، انواع داده: استنتاج مسئله و آماري داده پایگاه هاي •

گرا) اعوجاج محدودساز،
بقراطی داده پایگاه اصول، انواع، ماهیت، و تعریف خصوصی: حریم •

مدل به حملات ،k مرتبه گمنامی (مدل داده انتشار در استنتاج حملات خصوصی: حریم براي گمنامی مدل هاي •

تفاضلی خصوصی حریم ،L مرتبه تنوع گمنامی مدل ،k مرتبه گمنامی
محور مکان سرویس هاي و اجتماعی شبکه هاي در خصوصی حریم •

صحت مدل هاي و مکانیزم ها امن، DBMS معماري هاي امن: داده پایگاه طراحی •

تجاري محصولات در امنیت •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] M. G. Fugini, S. Castano, and G. Martella. Database Security. ACM Press, 1994.

[2] M. Gertz, S. Jajodia. Handbook of Database Security: Applications and Trends. Springer, 2007.

[3] M. Abrams, S. Jajodia, H. Podell. Information Security: An Integrated Collection of Essays. IEEE Computer
Society Press, 1995.

[4] D. Denning. Cryptography and Data Security. Addison-Wesley, 1982.

[5] E. Bertino, G. Ghinita and A. Kamra. Access Control for Databases: Concepts and Systems. Foundations
and Trends in Databases: Vol. 3: No. 1-2, pp 1-148, 2011.
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نرم افزار امن توسعه فارسی: به درس عنوان
واحد و درس نوع Secure Software Development انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
آشنا امن کاربردي برنامه هاي و نرم افزاري سیستم هاي سازي پیاده و طراحی در اصلی چالش هاي با را دانشجویان درس این
موضوعاتی از پذیري ها آسیب از مهاجمان بردن بهره چگونگی و نرم افزار، پذیري هاي آسیب انواع امنیت، اهمیت می سازد.
و امنیت تلفیق با روشمند صورت به می توان چگونه می آموزند دانشجویان همچنین، می شوند. مطرح درس این در که هستند
مدلسازي امنیتی، نیازمندي هاي تحلیل دانشجویان است لازم کار، این براي کرد. مقابله حمله ها با نرم افزار توسعه حیات چرخه
با دانشجویان همچنین، فراگیرند. را امنیتی آزمون و بازبینی نیز و امن، نویسی برنامه امنیتی، مخاطرات مدیریت تهدید،

می شوند آشنا نرم افزار امن توسعه براي موجود ابزارهاي از برخی

سرفصل ها
حمله ها و پذیري آسیب امنیتی، ویژگیهاي نرم افزار، در امنیتی مسائل نرم افزار: امنیت •

امنیتی استانداردهاي •

برنامه امنیتی، طراحی مخاطرات، تحلیل و تهدید مدلسازي امنیتی، نیازمندیهاي تحلیل امنیتی: توسعه حیات چرخه •

امنیتی ترمیم هاي امن، استقرار امنیتی، آزمون اجرا، قابل سیستم تولید امنیتی، بازبینی امن، نویسی
امنیتی آزمون موارد کد، پوشش ابزارهاي امنیتی، آزمون طرح هاي پذیري، آسیب ارزیابی امنیتی: آزمون •

خرابی تزریق فاز، آزمون نفوذ، آزمون آزمون: روشهاي •

زبان بر مبتنی امنیت •

وب تحت برنامه هاي در امنیت •

موبایل کاربردي برنامه هاي در امنیت •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] A. K. Talukder, and M. Chaitanya. Architecting Secure Software Systems. CRC Press, 2009.

[2] G. McGraw. Software Security: Building Security In. Addison-Wesley, 2006.

[3] M. Dowd, J. McDonald, and J. Schuh. The Art of Software Security Assessment: Identifying and Preventing
Software Vulnerabilities. Addison-Wesley, 2006.

[4] M. Howard, D. LeBlanc, J. Viega. //24 Deadly Sins of Software Security: Programming

[5] M. S. Merkow, and L. Raghavan. Secure and Resilient Software Development. CRC Press, 2010.
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برنامه ها اشکال زدایی و تحلیل فارسی: به درس عنوان
واحد و درس نوع Program Analysis and Debugging انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
کشف خودکار روش هاي طریق از رایانه اي برنامه هاي کیفیت بهبود و صحت از اطمینان روش هاي با آشنایی درس این هدف

است. ماشین یادگیري بر مبتنی رویکردهاي به ویژه توجه با خطا ترمیم و

سرفصل ها
اشکال زدایی به اصلی رویکردهاي بررسی •

نرم افزار ایستا تحلیل روش هاي بر مروري •

نرم افزار پویاي تحلیل روش هاي بر مروري •

اشکال زدایی در استفاده مورد ماشین یادگیري فنون بر مروري •

(defect prediction) نرم افزار خرابی پیش بینی •

(fault isolation) خطا جداسازي روش هاي •

(fault localization) خطا مکان یابی رویکردهاي •

(program repair) برنامه ها خودکار ترمیم •

(پیشنهادي) ارزشیابی روش
درصدنمره 30 میان ترم: آزمون •

نمره درصد 50 پایان ترم: آزمون •

نمره درصد 20 پروژه: و تکالیف •

پیشنهادي علمی منابع
[1] X. Jing, H. Chen, and B. Xu. Intelligent Software Defect Prediction. Springer Nature, 2024.

[2] Q. Zhang, et al. A Survey of Learning-based Automated Program Repair. ACM Transactions on Software
Engineering and Methodology, 33 (2), Article 55, pp. 1-69, 2023.

[3] L. Gazzola, D. Micucci, and L. Mariani. Automatic Software Repair: A Survey. IEEE Transactions on
Software Engineering, vol. 45, pp. 34-67, 2019.

[4] A. Zeller. Why Programs Fail: A Guide to Systematic Debugging. 2nd Edition, Morgan Kaufman, 2009.

[5] C. S. Păsăreanu. Symbolic Execution and Quantitative Reasoning: Applications to Software Safety and
Security. Morgan & Claypool Publishers, 2020.
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وب کاوي و جستجو موتور فارسی: به درس عنوان
واحد و درس نوع Search Engines and Web Mining انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
و بازیابی مدل هاي و اسناد نیازمندي هاي اسناد، ارائه ي متن، آماري ویژگی هاي با دانشجویان آشنایی درس، این از هدف
داده هاي مجموعه روي آن ها آزمایش و بازیابی الگوریتم هاي پیاده سازي ضمن درس این در دانشجویان است. تجربی ارزیابی

می شوند. آشنا صنعت واقعی مسائل حل براي اطلاعات بازیابی تکنیک هاي از استفاده با استاندارد،

سرفصل ها
وب مؤلفه هاي •

اطلاعات بازیابی مبانی •

شاخص گذاري •

پرس وجو •

جستجو موتورهاي معماري •

خزشگر •

ارزیابی •

پیوند تحلیل •

وب کاوش اصول •

وب ساختار کاوش •

وب کاربردي کاوش •

وب محتواي کاوش •

توصیه گر سیستم هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] C. D. Manning, P. Raghavan, and H. Schutze. Introduction to Information Retrieval. Cambridge University

Press, 2008.

[2] S. Buttcher, C. L. A. Clarke, and G. V. Cormack. Information Retrieval: Implementing and Evaluating
Search Engines. Mit Pr, 2010.
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جمعی رایانش فارسی: به درس عنوان
واحد و درس نوع Crowd Computing انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
توزیع و استفاده پردازش، بازنمایی، جمع آوري، به که است جمعی رایانش مبحث با دانشجویان آشنایی درس این از هدف
ابزارهاي امروزه می پردازد. است، شده پخش بازار و سازمان ها انجمن ها، تیم ها، مانند اجتماعی نهادهاي در که اطلاعاتی
توصیه سامانه هاي جمعی، بازي هاي میکروبلاگ ها، وبلاگ ها، ویکی ها، فروم ها، ایمیل، وب، (مانند متنوعی و متعدد رایانه اي
فناوري هاي بر مبتنی اجتماعی ارتباطات ارتقاي یا تسهیل براي (... و رسان ها، پیام اجتماعی، شبکه هاي و رسانه ها گر،
و ابزارها این بر حاکم اصول با دانشجویان درس این در است. گرفته قرار کاربران دسترس در اطلاعات فناوري و ارتباطات
اجتماعی محاسبات نمایند. پیاده سازي و طراحی اصول این اساس بر را جدیدي ابزارهاي می گیرند یاد و شده آشنا آن ها انواع
و روان شناسی انسان شناسی، جامعه شناسی، مصنوعی، هوش نرم افزار، مهندسی شناختی، علوم مانند مختلفی حوزه هاي از

می گیرد. نشأت سازمانی رفتار

سرفصل ها
هماهنگی آگاهی، آنلاین، همکاري مقدمه: •

اجتماعی شبکه هاي و رسانه ها داده هاي تحلیل بویژه اجتماعی تحلیل و کاوي داده •

تعامل طراحی و تحقیق روش هاي •

شهري محاسبات و موبایل •

(A/B (آزمون آنلاین آزمایش •

مجازي جوامع و جمعی بازي هاي •

بینی پیش بازار انسانی، محاسبات ،(Crowd Sourcing) سپاري جمع •

باز نوآوري توزیع شده، و (Collective Invention) جمعی نوآوري •

باز متن نرم افزارهاي و محتوا مدیریت سیستم هاي بویژه مشارکتی تولید سیستم هاي •

اخلاق و خصوصی حریم •

(پیشنهادي) ارزشیابی روش
نمره درصد 10 درس: مبحث هر پایان در کوتاه آزمون هاي •

خاص، نرم افزارهاي از استفاده یادگیري برنامه نویسی، تمرین مقالات، مرور و مطالعه صورت به درسی تمرین هاي •

نمره درصد 30 آن: نظایر و داده تحلیل
نمره درصد 10 درس: پیشرفته و عمیق تر مباحث مورد در دانشجو هر براي سمینار یک ارائه: •

نمره درصد 20 نفره: 2-4 تیم هاي صورت به نهایی پروژه •
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نمره درصد 30 نهایی: امتحان •

پیشنهادي علمی منابع
[1] S. Dasgupta. Social Computing: Concepts, Methodologies, Tools, and Applications. 1st Edition, published

by Information Science Reference, November 30, 2009.

[2] P. Zaphiris and C. Siang Ang. Social Computing and Virtual Communities. Chapman & Hall, June 7, 2017.

[3] A. Coman and S. Vasilache. Social Computing and Social Media. 15th International Conference, SCSM
2023, Held as Part of the 25th HCI International Conference, HCII 2023, Copenhagen, (Lecture Notes in
Computer Science Book 14026), Jul 8, 2023.

[4] H. Takada, D. Moritz Marutschke, et al.. Collaboration Technologies and Social Computing. 29th Interna-
tional Conference, CollabTech 2023, Osaka, Japan, August 29-Sept 1, 2023, Proceedings (Lecture Notes in
Computer Science), Aug 23, 2023.

[5] S. De, S. Dey, S. Bhattacharyya, and S. Bhatia. Advanced Data Mining Tools and Methods for Social
Computing. Hybrid Computational Intelligence for Pattern Analysis and Understanding, Academic Press,
Jan 14, 2022.
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کسب وکار فرایندهاي بازمهندسی فارسی: به درس عنوان
واحد و درس نوع Business Process Reengineering انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
با آشنایی سازمان ها، در بازمهندسی اهمیت و نقش بازمهندسی، ابزار هاي و مفاهیم با دانشجویان آشنایی درس این از هدف
است. سازمانی معماري با سازمانی فرایندهاي ارتباط و آشنایی و سازمان فرایندهاي مدلسازي براي متداول ابزار هاي و روش ها
مجدداً را آن ها و کنند تحلیل بشناسند، را سازمان ها مختلف فرایندهاي تا بود خواهند قادر دانشجویان درس این انتهاي در
بر متمرکز و پویا رقابتی، محیط هاي در سازمان ها اثربخشی و کارایی افزایش مانند بازمهندسی اهداف به تا نمایند طراحی
افراد براي تجاري فعالیت زمینه یک می تواند و دارد بسزایی نقش سازمانی معماري در درس این کاربرد یابند. دست مشتري

نماید. مهیا

سرفصل ها
کسب وکار فرایندهاي بازمهندسی اصول و کلیات بر مروري •

کسب وکار فرایندهاي بازمهندسی پیاده سازي براي سازمان آمادگی ارزیابی •

سازمانی ارزیابی خود و کسب وکار فرایندهاي بازمهندسی •

بهبود روش هاي سایر و کسب وکار فرایندهاي بازمهندسی •

کسب وکار فرایندهاي بازمهندسی متدولوژي هاي •

مک درموت و شارپ متدولوژي •

BPMS و BPM رویکرد با بهبود و BPMN2.0 با فرایندها طراحی و مدل سازي •

کسب وکار فرایندهاي مدیریت و مدلسازي ابزارهاي و نرم افزارها معرفی •

کسب وکار فرایندهاي بازمهندسی و اطلاعات فناوري توانمندسازي •

کسب وکار فرایندهاي بازمهندسی استقرار •

فرایندها و عملکردها ارزیابی و بازخورد سیستم طراحی •

(پیشنهادي) ارزشیابی روش
نمره درصد 60 پایان ترم: و میان ترم آزمون هاي •

نمره درصد 20 ترم: طول در تمرین هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] M. Dumas, M. La Rosa, J. Mendling, and H. A. Reijers. Fundamentals of Business Process Management.

2nd Edition, Springer Berlin Heidelberg, 2018.

[2] H. Susanto, F. Y. Leu, and C. K. Chen. Business Process Reengineering: An ICT Approach. 1st Edition,
Apple Academic Press, 2019.

[3] H. Michael and C. James. Reengineering the Corporation: A Manifesto for Business Revolution. Harper
Information, 2001.
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فرایندکاوي فارسی: به درس عنوان
واحد و درس نوع Process Mining انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
دانشجویان همچنین است. سازمانی فرایندهاي بهبود و استخراج در داده محور رویکرد با دانشجویان آشنایی درس، این از هدف
استفاده و آشنایی گرفت. خواهند فرا را کسب وکار فرایندهاي خروجی پیش بینی و فرایند تطابق فرایند، استخراج الگوریتم هاي

است. درس دیگر اهداف از کسب وکار فرایندهاي بهبود براي موجود ابزارهاي از

سرفصل ها
فرایندکاوي کاربردهاي و ضرورت با آشنایی •

فرایند ارتقاء و بهبود فرایند، کارایی کنترل فرایند، کشف مفاهیم با آشنایی •

داده کاوي و فرایندکاوي مقایسه •

فرایندکاوي در انجمنی قوانین و خوشه بندي دسته بندي، کاربرد •

فرایند مدل هاي و رویداد نگاره با آشنایی •

آن خواص و پتري نت مدل با آشنایی •

Workflow Net با آشنایی •

آن قوت و ضعف نقاط و آلفا الگوریتم با آشنایی •

فرایند کشف الگوریتم هاي کارایی ارزیابی معیارهاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 ترم: میان آزمون •

نمره درصد 40 ترم: پایان آزمون •

نمره درصد 30 عملی: پروژه •
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پیشنهادي علمی منابع
[1] W. M. P. van der Aalst. Process Mining: Data Science in Action. 2nd Edition, Springer, 2016.

[2] L. Reinkemeyer. Process Mining in Action: Principles, Use Cases and Outlook. 1st Edition, Springer,
2020.

[3] R. S. Mans, W.M. P. van der Aalst, and R. J. B. Vanwersch. Process Mining in Healthcare: Evaluating and
Exploiting Operational Healthcare Processes. Springer, 2015.

[4] K. Okoye. Applications and Developments in Semantic Process Mining. IGI Global, 2020.

[5] D. Ferreira. A primer on process mining: Practical skills with python and graphviz. 2nd Edition, Springer,
2020.



129 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

کسب وکار هوشمندي فارسی: به درس عنوان
واحد و درس نوع Business Intelligence انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
ذخیره سازي داده، کردن تمیز الگوریتم هاي سازمان، داده هاي روي از ارزش ایجاد و مدیریت رویکردهاي با آشنایی درس هدف

است. سازمانی داده هاي از گزارش گیري و چندبعدي

سرفصل ها
چندبعدي داده هاي ذخیره سازي داده ساختارهاي با آشنایی •

(تئوري) داده انباره ساخت براي Kimball متدولوژي با آشنایی •

ETL مفهوم با آشنایی •

KPI مفهوم با آشنایی •

Time intelligence محور- زمان هوشمندي مفهوم با آشنایی •

پایتون در برنامه سازي آشنایی •

PowerBI و اکسل مفاهیم با آشنایی •

پایتون و اکسل در اطلاعات بازیابی و ذخیره سازي •

پایتون و اکسل در داده ها تجمیع و گروه بندي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 میان ترم: آزمون •

نمره درصد 40 پایان ترم: آزمون •

نمره درصد 30 عملی: پروژه •

پیشنهادي علمی منابع
[1] J. Han, J. Pei, and H. Tong. Data mining: concepts and techniques. 4th Edition, Elsevier, 2022.

[2] R. Kimball and M. Ross. The data warehouse toolkit: The Definitive Guide to Dimensional Modeling. 3rd
Edition, Wiley, 2013.

[3] W. Mckinney. Python for data analysis. 3rd Edition, O’Reily, 2022.

[4] B. Powell. Mastering Microsoft Power BI: Expert Techniques for Effective Data Analytics and Business
Intelligence. Packet publishing, 2018.
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ماشین یادگیري فارسی: به درس عنوان
واحد و درس نوع Machine Learning انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مهم جنبه هاي و گرفته صورت زمینه این مختلف شاخه هاي با آشنایی و شده مطرح ماشین یادگیري مفاهیم درس این در
یادگیري حوزه در می شود. بحث مهم الگوریتم هاي و تکنیک ها مختلف، شاخه هاي در شد. خواهد معرفی آن نظري و عملی
خواهد معرفی مدل ها ارزیابی و مسائل این حل روش هاي و گرفت خواهند قرار بررسی مورد دسته بندي و رگرسیون نظارت، با
مورد در نظارت، بدون یادگیري بخش در می شود. مطرح مربوطه الگوریتم هاي و دیدگاه ها انواع بندي، دسته براي شد.
تقویتی یادگیري با مختصري آشنایی نهایت در شد. خواهد صحبت خوشه بندي و نظارت بدون ابعاد کاهش چگالی، تخمین

گرفت. خواهد صورت

سرفصل ها
یادگیري مختلف رویکردهاي و پایه مباحث مقدمه: •

واریانس و بایاس مصالحه و سازي منظم آماري، رگرسیون غیرخطی، و خطی رگرسیون بیش برازش، رگرسیون: •

لجستیکی رگرسیون تصمیم، تئوري احتمالاتی: محور، قاعده دسته اي، چند دسته بندي دسته بندي: •

پشتیبان بردار ماشین فیشر، جداساز تمایزي: دسته بندي •

تصمیم درخت هرس و C4.5 ،ID3 الگوریتم اطلاعات، بهره و آنتروپی تصمیم: درخت •

EM و Bayesian ،MLE پارامتر: تخمین روش هاي •

(CCA) متعارف همبستگی تحلیل ،(PCA) اصلی مولفه هاي تحلیل ابعاد: کاهش •

طیفی و چگالی بر مبتنی مراتبی، سلسله افرازي، روش هاي خوشه بندي: •

ویژگی انتخاب و مدل انتخاب متقابل، سنجی اعتبار مدل ها: کردن تنظیم و ارزیابی •

همسایه نزدیکترین k دسته بندي غیرپارامتري، چگالی تخمین نمونه: بر مبتنی یادگیري روش هاي •

bagging ،adaboost ،boosting جمعی: یادگیري •

کیو یادگیري سارسا، الگوریتم بی مدل، و مدل بر مبتنی روش هاي مارکوف، تصمیم فرایند تقویتی: یادگیري •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 60 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] K. Murphy. Machine Learning: A probabilistic Perspective. MIT Press, 2013.

[2] C. M. Bishop. Pattern Recognition and Machine Learning. Springer, 2006.

[3] E. Alpaydin. Introduction to Machine Learning. MIT Press, 2020.
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عمیق یادگیري فارسی: به درس عنوان
واحد و درس نوع Deep Learning انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
این است. مسائل انواع حل در رویکرد این کاربرد و عصبی رایانش اصول و مفاهیم با دانشجویان نمودن آشنا درس این هدف
خواهد تمرکز زمینه این در یافته ها جدیدترین و عمیق شبکه هاي روي بر عصبی، رایانش اصلی مفاهیم آموزش بر علاوه درس

کرد.

سرفصل ها
کاربردها پیاده سازي، روش هاي تاریخچه، انگیزه، و تعریف عصبی: رایانش معرفی •

تعمیم و حفظ قدرت چندلایه، شبکه هاي آدالین، و پرسپترون پردازشگر واحدهاي شبکه، گراف جلورو: شبکه هاي •

زمانی سري هاي پیش بینی در کاربرد شبکه، آموزش مختلف روش هاي خطا، پس انتشار قانون جلورو: شبکه هاي •

شونده متکامل خودسازمانده ویژگی نقشه هاي خودسازمانده، ویژگی نقشه و رقابتی یادگیري •

متراکم شبکه باقیمانده اي، شبکه آن، توسعه هاي و پیچشی شبکه •

انقباضی و پشته اي نویزگیر نویزگیر، تنک، شده، تنظیم پایه، خودکدگذار شبکه هاي خودکدگذار: شبکه هاي •

پخشی مدلهاي تقابلی، مولد شبکه تغییراتی، خودکدگذار شبکه مولد: مدل هاي •

دروازه دار بازرخدادي واحد بلند، کوتاه-مدت حافظه معمولی، بازرخدادي واحد بازرخدادي: شبکه هاي •

زمانی سري هاي پیش بینی در کاربرد کامل، بازگشتی جردن، المن، شبکه هاي معماري ها، بازرخدادي: شبکه هاي •

عمیق باور شبکه هاي محدود، بولتزمن ماشین بولتزمن، ماشین آن: توسعه هاي و بولتزمن ماشین •

جی-پی-تی برت، ترانسفورمر، مدل توجه، انواع توجه: مکانیزم •

نمونه کاربردهاي تقویتی، یادگیري در عمیق عصبی شبکه هاي تقویتی، یادگیري معرفی عمیق: تقویتی یادگیري •

(پیشنهادي) ارزشیابی روش
نمره درصد 50 پروژه ها: و ین ها تمر •

نمره درصد 20 مطالعاتی: گزارش •

نمره درصد 30 نیم سال: پایان آزمون •
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پیشنهادي علمی منابع
[1] I. Goodfellow, Y. Bengio, and A. Courville. Deep Learning. MIT Press, 2016.

[2] A. Zhang, Z. C. Lipton, M. Li and A. J. Smola. Dive into Deep Learning. 2021.

[3] S. Samarasinghe. Neural Networks for Applied Sciences and Engineering. Taylor & Francis, 2006.

[4] S. Haykin. Neural Networks and Learning Machines. Prentice-Hall, 2009.
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آماري یادگیري مبانی فارسی: به درس عنوان
واحد و درس نوع Foundations of Statistical Learning انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مبتنی رویکردهاي با دانشجویان درس این در است. آماري یادگیري با ارتباط در پایه اي مسائل دادن پوشش درس این هدف
فرایندهاي و احتمال آمار، کلی عناوین گیرنده بر در درس این مطالب می شوند. آشنا مصنوعی هوش در احتمال و آمار بر

است. آماري روش هاي و مدل ها و آماري استنتاج تصادفی،

سرفصل ها
شرطی توزیع هاي تصادفی، متغیرهاي از دنباله اي متغیرتصادفی، تصادفی: متغیرهاي و احتمال نظریه بر مرور •

خطی سیستم هاي و تصادفی فرایندهاي توان، طیف چگالی ایستایی، معرفی، تصادفی: فرایندهاي •

دیریکله و وینر تصادفی، رفتن راه گاوسی، فرایند پواسون، فرایند خاص: تصادفی فرایندهاي •

آماري استنتاج غیرپارامتري، و پارامتري مدل هاي یادگیري: و آماري استنتاج مدل ها، •

خطی رگرسیون بیزي، تخمین هاي پارامتر، تخمین تخمین: نظریه •

برازش نیکویی تست هاي تعمیم ها، و درست نمایی نسبت تست فرضیه: آزمون تست هاي •

جهت بدون گرافی مدل هاي دار، جهت گرافی مدل هاي گرافی: مدل هاي •

پنهان مارکوف مدل هاي و مارکوف فرایندهاي •

مارکوفی زنجیره مونت کارلوي شبیه سازي مهم، نقاط برداري نمونه کارلو، مونت انتگرال گیري کارلو: مونت روش هاي •

بیزي تغییراتی EM بیزي، تغییراتی روش هاي تغییراتی: استنتاج •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 پروژه: و تمرین ها •

نمره درصد 70 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] L. Wasserman. All of Statistics: A Concise Course in Statistical Inference. Springer, 2003.

[2] K. P. Murphy. Machine Learning: A Probabilistic Perspective. MIT press, 2012.

[3] A. Papoulis and S. Pillai. Probability, Random Variables and Stochastic Processes. McGraw-Hill, 2002.
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عمیق تقویتی یادگیري فارسی: به درس عنوان
واحد و درس نوع Deep Reinforcement Learning انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
روش هاي سپس و میشوند معرفی مارکوف مدل هاي ابتدا درس این در است. عمیق تقویتی یادگیري با آشنایی درس این هدف

میگیرند. قرار بررسی مورد نقاد و عامل و ارزش توابع سیاست، بر مبتنی

سرفصل ها
مارکوف تئوري •

تقلیدي یادگیري •

عمیق تقویتی یادگیري چارچوب •

سیاست بر مبتنی عمیق تقویتی یادگیري •

نقاد و عامل بر مبتنی عمیق تقویتی یادگیري •

ارزش توابع بر مبتنی عمیق تقویتی یادگیري •

مدل بر مبتنی عمیق تقویتی یادگیري •

عمیق تقویتی یادگیري در اکتشاف روش هاي •

معکوس عمیق تقویتی یادگیري •

برخط غیر عمیق تقویتی یادگیري •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] R. S. Sutton and A. G. Barto. Reinforcement Learning: An Introduction. 2nd ed., The MIT Press 2018.

[2] S. Ravichandiran. Deep Reinforcement Learning with Python. 2nd ed., Packt Publishing 2020.
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اعتماد قابل ماشین یادگیري فارسی: به درس عنوان
واحد و درس نوع Trustworthy Machine Learning انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
سیستم هاي اجراي و طراحی بزرگ، زبان مدل هاي و عمیق عصبی شبکه هاي ویژه به ماشین، یادگیري در اخیر پیشرفت هاي
ایمنی، ضمانت هاي فقدان و شکنندگی، سیاه، جعبه ماهیت دلیل به حال، این با است. کرده متحول را گیري تصمیم
مراقبت هاي و خودران مستقل سیستم هاي مانند بالا بالقوه و حیاتی کاربردهاي در آن ها پذیرش در توجهی قابل چالش هاي
تصمیم به دستیابی هدف با روش هایی ارائه اعتماد قابل ماشین یادگیري الگوریتم هاي هدف است. آورده بوجود بهداشتی
یادگیري مدرن تکنیک هاي بر مروري شامل درس این مطالب می باشد. منصفانه تصمیم گیري و توضیح، قابل امن، گیري
متخاصم ماشینی یادگیري داده ها، کیفیت و خصوصی حریم امنیت، به مربوط مسائل و توضیح پذیري) و (تفسیرپذیري ماشین

می باشد. داده) کننده مسموم دفاع هاي و حملات تصمیم، زمان در دفاع و حملات (مانند

سرفصل ها
چالشها معرفی و اهمیت مقدمه، •

مقاوم مدل هاي آموزش •

مدل ها مقاومت و تعمیم قابلیت •

تخاصمی) (یادگیري نویزي داده هاي با مدل ها یادگیري •

تفسیرپذیر مدل هاي •

ماشین یادگیري مدل هاي توضیح پذیري •

ماشین یادگیري مدل هاي در امنیتی حمله هاي •

حمله ها مقابل در دفاع •

مصنوعی هوش مدل هاي اتکاي قابلیت و ایمنی •

خصوصی حریم و اخلاق شفافیت، •

مصنوعی هوش مدل هاي در عدالت و انصاف •

مصنوعی هوش در اخلاق •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] B. Mucsányi, M. Kirchhof, E. Nguyen, A. Rubinstein, and S. J. Oh. Trustworthy Machine Learning. ebook,

2023.
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محدب بهینه  سازي فارسی: به درس عنوان
واحد و درس نوع Convex Optimization انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
بررسی درس این اصلی هدف است. مطرح مصنوعی هوش بالاخص و کامپیوتر مهندسی مسائل از بسیاري در بهینه سازي
هدف این بر علاوه آن هاست. به کارگیري شرایط و مختلف روش هاي با دانشجویان آشنایی بهینه سازي، الگوریتم هاي منسجم
درس این در بهینه سازي کاربردي مسائل با آشنایی و دانشجویان ریاضیاتی پایه تقویت جمله از دیگري فرعی اهداف اصلی،

می شود. دنبال

سرفصل ها
بهینه سازي مسائل انواع آن، اهمیت و بهینه سازي هدف بهینه سازي: معرفی •

منفرد مقدار و طیفی تجزیه متغیره، چند توابع آنالیز برداري، فضاي بهینه سازي: در لازم ریاضی مقدمات •

محدب توابع و مجموعه ها •

چندهدفه بهینه سازي محدب، فرم به غیرمحدب مسائل بازنویسی بهینگی، شرایط محدب: بهینه سازي مسائل •

KKT شروط دوگان، مسئله بهینگی: شرایط و دوگانی تئوري •

شبه نیوتن نیوتن، کاهش، سریع ترین روشهاي ،trust region و line search رویکردهاي نامقید: بهینه سازي •

غیرخطی و خطی مزدوج گرادیان روش •

Primal-dual روش یافته، تعمیم نیوتن روش دوگان، مسئله حل رویکرد تساوي: قیود با بهینه سازي •

Primal-dual رویکرد داخلی، نقطه روش هاي مقید: بهینه سازي الگوریتم هاي •

ADMM ضرایب متناوب مسیر روش •

دسته بندي آشکارسازي، تخمین، مقاوم، بهینه سازي هموارسازي، سازي، منظم رگرسیون، بهینه سازي: کاربردهاي •

عمیق یادگیري در بهینه سازي الگوریتم هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 پروژه: و تمرین ها •

نمره درصد 70 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] S. Boyed and L. Vandenberg. Convex optimization. Cambridge, 2004.

[2] J. Nocedal and S. J. Wright. Numerical Optimization. Springer, 1999.

[3] D. G. Luenberger and Y. Ye. Linear and Nonlinear Programming. 3rd Edition, Springer, 2008.

[4] Z. Lin, H. Li, and C. Feng. Alternating Direction Method of Multipliers for Machine Learning. Springer,
2022.
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ابتکاري فرا بهینه سازي فارسی: به درس عنوان
واحد و درس نوع Meta-Heuristic Optimization انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
ابتدا درس این در است. بهینه سازي مختلف مسایل حل براي فراابتکاري الگوریتم هاي تولید و آشنایی درس این هدف
نهایت در و می شوند معرفی شده شناخته فراابتکاري الگوریتم هاي از تعدادي سپس و می شوند معرفی تکاملی الگوریتم هاي

می شوند. بررسی فراابتکاري الگوریتم هاي انواع تولید براي لازم ابزارهاي

سرفصل ها
تکامل میکروسکوپی و ماکروسکوپی تئوري •

انتخاب عملگرهاي تنوع، عملگرهاي کلی، چارچوب تکاملی: الگوریتم هاي •

ممتیک الگوریتم ژنتیکی، برنامه نویسی تکاملی، استراتژي ژنتیکی، الگوریتم تکاملی: الگوریتم هاي •

تدریجی گردن سرد و گرم تصادفی، زدن قدم تپه نوردي، الگوریتم محلی: جستجوي الگوریتم هاي •

مورچگان کلونی ذرات، گروه جمعیت: بر مبتنی الگوریتم هاي •

فراابتکاري الگوریتم هاي در بهینه سازي در محدودیت ها مدیریت •

فراابتکاري الگوریتم هاي در قله اي چند بهینه سازي مسائل •

فراابتکاري الگوریتم هاي در هدفی چند بهینه سازیی مسائل •

فراابتکاري الگوریتم هاي پارامترهاي بهینه سازي روش هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 پروژه: و تمرین ها •

نمره درصد 60 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] A. E. Eiben and J. E. Smith. Introduction to Evolutionary Computing. Springer, 2015.

[2] K. A. D. Jong. Evolutionary Computation: A Unified Approach. MIT press, 2006.
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خودگردان متحرك ربات هاي فارسی: به درس عنوان
واحد و درس نوع Autonomous Mobile Robots انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
پژوهشی موضوع هاي بر تاکید با ربات حوزه در موجود اساسی الگوریتم هاي و اصول با دانشجویان نمودن آشنا درس این هدف
محیط یک در ربات یک حرکت براي لازم مکانیزم هاي مطالعه همچنین، است. خودگردان متحرك ربات هاي در کاربردي و
درس این اهداف از ربات کنترل و مسیر ریزي برنامه مکان یابی، محیط، ادراك جمله از نظر مورد عملیات هاي انجام و واقعی

است.

سرفصل ها
ربات حرکت و جابجایی روش هاي انواع متحرك، ربات هاي معرفی مقدمه: •

سینماتیک محدودیت هاي و محیط در ربات موقعیت توصیف متحرك: ربات هاي سینماتیک •

غیره و پی آي دي کنترل بسته، حلقه و باز حلقه کنترل ربات: کنترل •

سونار لیزر، سرعت سنج، شتاب سنج، جهت، حسگر کدگذار، حسگرها: توسط محیط ادراك •

خطا انتشار و اندازه گیري در قطعیت عدم و ماشین بینایی •

مارکف روش کالمن، روش احتمالی، روش هاي نقشه، نمایش مکان یابی: •

همزمان نقشه سازي و مکان یابی •

حشره الگوریتم هاي سلولی، تجزیه راه، نقشه پتانسیل، توابع روش هاي مسیر، طراحی مفاهیم ناوبري: و برنامه ریزي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] R. Siegwart, I. R. Nourbakhsh, and D. Scaramuzza. Introduction to Autonomous Mobile Robots. Second

Edition, The MIT Press, 2011.

[2] B. Siciliano and O. Khatib. Springer Handbook of Robotics. Springer, 2008.

[3] P. Corke. Robotics, Vision and Control. Second Edition, Springer, 2017.
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پیشرفته عمیق یادگیري فارسی: به درس عنوان
واحد و درس نوع Advanced Deep Learning انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
کاربرد و عمیق یادگیري و عصبی رایانش در یافته ها جدیدترین و پیشرفته مفاهیم با دانشجویان نمودن آشنا درس این هدف
مختلف گرافی عصبی شبکه هاي و گراف روي یادگیري اصول روي بر درس ویژه تأکید است. مسائل انواع حل در روش ها این
و آن، مختلف توسعه هاي و تقابلی مولد شبکه نرمال ساز، جریان هاي تغییراتی، خودکدگذار مانند مولد، شبکه هاي انواع و
آشنا ملموس بطور کاربردها و پیاده سازي ها با که داد خواهند انجام متعددي پروژه هاي دانشجویان است. پخشی مدل هاي

است. عمیق یادگیري درس مکمل حقیقت در درس این شوند.

سرفصل ها
آن آینده وضعیت و عمیق شبکه هاي توسعه روندهاي بر مروري •

گره تعبیه گراف ها، روي بر ماشین یادگیري گرافی: شبکه هاي •

پیچشی گرافی شبکه هاي ساده سازي گرافی، شبکه هاي طراحی گرافی، توجه شبکه پیچشی، گرافی شبکه •

مراتبی سلسله گراف ارائه یادگیري •

ناهمگن گراف مبدل شبکه و ناهمگن گراف هاي •

دانش گراف روي استدلال و دانش گراف •

بزرگ گراف هاي به مقیاس زیرگراف ها، سریع تطبیق •

گراف ها براي عمیق مولد مدل هاي •

هویت از آگاه و مکان از آگاه گرافی شبکه هاي گراف، مبدل شبکه •

نرمال ساز جریان هاي مدل هاي تغییراتی، خودکدگذار شبکه کاربردها، و مفاهیم مولد: مدل هاي •

سیکلی گن سبک، گن تدریجی، یابنده رشد گن شرطی، گن گن، واسراشتاین (گن)، پایه تقابلی مولد شبکه •

کاربردها و آموزش ریاضی، مبانی پخشی: مدل هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] I. Goodfellow, Y. Bengio, and A. Courville. Deep Learning. MIT Press, 2016.

[2] A. Zhang, Z. C. Lipton, M. Li and A. J. Smola. Dive into Deep Learning. Cambridge University Press, 2023.

[3] S. Samarasinghe. Neural Networks for Applied Sciences and Engineering. Taylor & Francis, 2006.

[4] S. Haykin. Neural Networks and Learning Machines. Prentice-Hall, 2009.
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آماري ماشین یادگیري فارسی: به درس عنوان
واحد و درس نوع Statistical Machine Learning انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
نظري مبانی با آشنایی ضمن دانشجویان است. آماري یادگیري مدل هاي و روش ها با دانشجویان نمودن آشنا درس این هدف
داده هاي مجموعه مورد در عملی صورت به و نموده پیاده سازي را شده معرفی روش هاي مسائل، حل آماري فنون و روش ها

می بندند. کار به مختلف

سرفصل ها
دسته بندي و رگرسیون آماري و احتمالاتی مدل هاي آماري، استنتاج احتمال، و آمار مقدمات: •

غیرپارامتري توزیع تخمین •

RKHS و همسایه، نزدیک ترین محلی، چندجمله اي هسته ، بر مبتنی روش هاي غیرپارامتري: رگرسیون •

تصادفی جنگل هاي درخت ها، چگالی، بر مبتنی ،plug-in همسایه، نزدیکترین روش هاي غیرپارامتري: دسته بندي •

بالا ابعاد با دسته بندي مرزي، رگرسیون ،Lasso پیشرو، گام به گام رگرسیون بالا: ابعاد روش هاي •

غیرخطی روش هاي اصلی، مؤلفه تحلیل بعد: کاهش •

پایه تنظیم و گسترش •

منظم سازي تکنیک هاي •

مدل انتخاب و ارزیابی •

هسته بر مبتنی هموارسازي روش هاي •

هسته تعبیه •

علیت •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 پروژه: و تمرین ها •

نمره درصد 60 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] J. Friedman, T. Hastie, and R. Tibshirani. The Elements of Statistical Learning. Springer, 2001.

[2] C. M. Bishop. Pattern Recognition and Machine Learning. Springer, 2016.
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چندعاملی سیستم هاي فارسی: به درس عنوان
واحد و درس نوع Multi-Agent Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
حوزه این در متداول مکانیزم هاي و چندعاملی سامانه هاي طراحی اصول و مفاهیم با دانشجویان نمودن آشنا درس این هدف
مطالعه همچنین، است. سامانه هایی چنین در باهم عامل ها همکاري و ارتباط چگونگی و یک دیگر از عامل ها درك براي

است. درس این اهداف از جمعی هوش و چندعاملی وظیفه تخصیص و برنامه ریزي رویکردهاي و الگوریتم ها

سرفصل ها
و متمرکز توزیع شده، سیستم هاي رقابتی؛ و تعاونی چندعاملی سیستم هاي خودمختاري؛ و عامل معرفی مقدمه: •

غیرمتمرکز
غیره) و JADE ،FIPA-ACL ،KQML) عامل ها میان ارتباطی زبان هاي گفتاري، کنش ارتباط: برقراري •

روش هاي ناسازگاري ها، مدیریت نتیجه، و وظیقه اشتراك گذاري توزیع شده، تعاونی مسئله حل عامل ها: بین همکاري •

چندعاملی برنامه ریزي هماهنگی، ایجاد
شکل گیري جمع-صفر، و رقابتی و تعاونی تعامل راه حل، ویژگی هاي و مفهوم اولویت، و سودمندي چندعاملی: تعامل •

غیره و زندانی، دوراهی همکاري:
دستکاري استراتژي راي گیري، مطلوب خواص راي گیري، فرایند اجتماعی، انتخاب و رفاه توابع گروهی: تصمیم گیري •

مذاکره راهبردي،
بازي هاي ساده، بازي هاي بازنمایی ماژولار، بازنمایی بازنمایی، و محاسباتی چالش هاي تعاونی، بازي هاي ائتلاف: تشکیل •

ائتلاف ساختار ایجاد هدف دار، ائتلافی
برنده تعیین ترکیبی، مزایده هاي منبع، یک براي مزایده مزایده، انواع طبقه بندي منابع: تخصیص •

انواع و چالش ها همگرایی، انواع یادگیري، عمومی فرایند بازي ها: در (MARL) چندعاملی تقویتی یادگیري •

عامل الگوریتم هاي
Q یادگیري نش، Q یادگیري کمینه -بیشینه، Q (یادگیري مشترك عمل یادگیري :MARL پایه الگوریتم هاي •

سیاست بر مبتنی یادگیري عامل، مدل سازي همبسته)،
MARL در عمیق یادگیري بر مبتنی روش هاي بر مختصري اشاره •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] M. Wooldridge. An Introduction to MultiAgent Systems. 2nd Edition, 2009.

[2] S. V. Albrecht, F. Christianos, and L. Schäfer. Multi-Agent Reinforcement Learning: Foundations and
Modern Approaches. MIT Press, 2024.
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احتمالی گرافی مدل هاي فارسی: به درس عنوان
واحد و درس نوع Probabilistic Graphical Models انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
از آن ها در که هستند تصادفی متغیرهاي توأم احتمال توزیع مدل سازي براي متداول چارچوبی احتمالی گرافی مدل هاي
تصادفی متغیرهاي میان استقلال روابط و احتمالاتی توزیع هاي گویاي و فشرده بازنمایی براي شده پارامتري گراف هاي
پارامترهاي و ساختار یادگیري نیز و تقریبی، و دقیق استنتاج ارائه، مختلف روش هاي درس، این در می شود. استفاده
حوزه در نیز و تصویر و صوت، متن، پردازش در مدل ها این کاربرد همچنین، می شود. داده آموزش گرافی احتمالاتی مدل هاي

می گیرد. قرار بررسی مورد بیوانفورماتیک

سرفصل ها
گراف نظریه و احتمال نظریه مقدمات •

جهت دار بیزي شبکه هاي •

جهت بدون مارکفی شبکه هاي •

شیء-رابطه مدل هاي مارکوف، مخفی مدل پویا، شبکه هاي بیزي زمانی، مدل هاي کلیشه اي: روش هاي ارائه •

باور انتشار جمع-ضرب، پیام، انتقال کلیک، درخت هاي متغیر، حذف دقیق: استنتاج روش هاي •

تغییراتی استنتاج الگوریتم هاي ،MCMC ذره، بر مبتنی استنتاج نمونه برداري، تقریبی: استنتاج روش هاي •

بیزي پارامتر تقریب درست نمایی، بیشینه تقریب پارامتر: یادگیري روش هاي •

امتیاز بر مبتنی روش هاي قید، بر مبتنی روش هاي ساختار: یادگیري روش هاي •

کاربردها •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 60 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] D. Koller and N. Friedman. Probabilistic Graphical Models: Principles and Techniques. MIT press, 2009.

[2] K. P. Murphy. Machine Learning: A Probabilistic Perspective. MIT Press, 2012.

[3] C. M. Bishop. Pattern Recognition and Machine Learning. Springer, 2006.



149 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

ماشین یادگیري نظریه فارسی: به درس عنوان
واحد و درس نوع Machine Learning Theory انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
درس این تاکید است. آن ها تحلیل و ماشین یادگیري الگوریتم هاي نظري مفاهیم با دانشجویان آشنایی درس، این از هدف
که شود داده پاسخ پرسش ها این به می شود تلاش درس این در می شود. متمرکز محاسباتی آماري روش هاي روي بیشتر
طراحی یادگیري الگوریتم می توان چگونه و باشد، اثبات قابل آن کارایی کران که نمود طراحی یادگیري الگوریتم می توان آیا

باشد. داشته ویژه اي خواص که کرد

سرفصل ها
یادگیري رسمی مدل و مقدمه •

کمینه سازي الگوریتم هاي تحلیل و عمومی یادگیري ،(PAC) درست تقریبا احتمالا مدل سازگاري، مدل در یادگیري •

تجربی خطاي
راداماخر) پیچیدگی و VC بعد رشد، (تابع خطا کران محاسبه فرضیه فضاي غناي محاسبه معیارهاي •

ساختاري خطاي کمینه سازي الگوریتم هاي تحلیل و غیریکنواخت یادگیري •

یادگیري الگوریتم هاي پایداري و منظم سازي روش هاي مدل، انتخاب •

یادگیري الگوریتم هاي محاسباتی پیچیدگی •

فعال رتبه بندي برخط، یادگیري الگوریتم هاي •

PAC-Bayesian نظریه •

خوشه بندي نظریه مبانی •

محدب یادگیري مسائل •

... و بوستینگ پشتیبان، بردار ماشین رگرسیون، الگوریتم هاي تحلیل یادگیري: الگوریتم هاي تحلیل •

(پیشنهادي) ارزشیابی روش
نمره درصد 25 پروژه: و تمرین ها •

نمره درصد 65 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] M. Mohri, A. Rostamizadeh, and A. Talwalkar. Foundations of Machine Learning. 2nd Edition, MIT Press,

2018.

[2] S. Shalev-Shwartz and S. Ben-David. Understanding Machine Learning: From Theory to Algorithms.
Cambridge University Press, 2014.
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کلان داده تحلیل فارسی: به درس عنوان
واحد و درس نوع Big Data Analysis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
نیستند. استفاده قابل داده ها دست کاري و تحلیل سنتی روش هاي می شوند، تولید بالا سرعت و حجم با که داده هایی براي
ارائه داده ها کلان زمینه در اخیر سال هاي در که است پیشرفته اي الگوریتم هاي و نظریه ها معرفی درس این اصلی هدف

نموده اند. امکان پذیر را داده ها از انبوهی حجم از دانش استخراج و دستکاري تحلیل، و شده ا ند

سرفصل ها
نگاشت. کاهش برنامه نویسی سبک کلان داده ها، ذخیره سازي روش هاي و ویژگی ها مقدمه: •

الگوهاي کشف تصادفی الگوریتم هاي ،apriori الگوریتم باهم آیی، قواعد کشف پرتکرار: الگوهاي استخراج مسئله •

پرتکرار.
تحلیل ،(LSH) مکان به حساس درهم سازي ،min-hash درهم سازي بالا، ابعاد در مشابه داده هاي کردن پیدا مسئله •

مکان. به حساس درهم سازي نظري
الگوریتم هاي لغزان، پنجره ثابت، اندازه با نمونه برداري ثابت، نسبت با نمونه برداري داده ها: جریان پردازش الگوریتم هاي •

بیتی. داده جریان یک در 1 بیت هاي تعداد شمارش تقریبی
پرتکرار الگوهاي کشف و عناصر، فرکانس معیار از انحراف تخمین متمایز، عناصر تعداد شمارش عناصر، کردن فیلتر •

داده. جریان یک در
CVFDT الگوریتم ،VFDT الگوریتم هافدینگ، درخت داده ها: جریان براي ماشین یادگیري مدل هاي •

.CUR تجزیه ،SVD منفرد مقدار هاي تجزیه کلان داده ها: براي ماتریسی تجزیه و بعُد کاهش الگوریتم هاي •

.CURE الگوریتم - BFR الگوریتم مراتبی، سلسله خوشه بندي بالا، ابعاد معضل حجیم: داده هاي خوشه بندي •

پنهان، عوامل بر مبتنی تعاملی، پیمایش بر مبتنی محتوا، بر مبتنی سیستم هاي مقیاس بزرگ: توصیه گر سیستم هاي •

نتفلیکس. شرکت توصیه گر سیستم
براي اجمال سازي ،CountSketch مبدل ،subsampled randomized Hadamard مبدل :sketching یا اجمال سازي •

مربعات حداقل رگرسیون مسئله

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 70 پایانی: و میان ترم آزمون هاي •
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پیشنهادي علمی منابع
[1] J. Leskovec, A. Rajaraman and J. D. Ullman: Mining of Massive Datasets. 2nd Edition, Cambridge

University Press, 2014.

[2] D. P. Woodruff. Sketching as a Tool for Numerical Linear Algebra. Foundations and Trends in Theoretical
Computer Science. 10(1-2): 1-157, 2014.

[3] K. L. Clarkson and D. P. Woodruff. Low-rank approximation and regression in input sparsity time. J. ACM,
63(6): 54:1-54:45, 2017.
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پیچیده شبکه هاي تحلیل فارسی: به درس عنوان
واحد و درس نوع Complex Networks Analysis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
در می باشد. پیچیده شبکه اي و گرافی داده هاي پردازش و تحلیل تکنیک هاي با دانشجویان نمودن آشنا درس این هدف
مرتبط، مختلف مسائل همچنین می گردند. تحلیل تجربی و نظري صورت به آن ها انواع و پیچیده شبکه هاي درس، این
و جوامع ساختار پیوند ها، تحلیل شکل گیري، فرایند هاي انتشار، بهینه سازي تاثیر، بیشینه سازي تصادفی، مدل هاي قبیل از

می گیرند. قرار بررسی مورد بازنمایی یادگیري و پیوندها پیش بینی خوشه بندي،

سرفصل ها
پیچیده. شبکه هاي تحلیل ساده روش هاي با آشنایی مثال ها، و کاربردها پیچیده، شبکه هاي معرفی مقدمه: •

غول پیکر، جزء درجه، توزیع قبیل از آن گوناگون جنبه هاي تجربی و نظري تحلیل و تجزیه و تصادفی گراف مدل •

قطر. و خوشه بندي ضریب
مدل ها. عملی و نظري تحلیل و تجزیه کوچک، دنیاي مدل هاي کوچک، دنیاي پدیده •

.submodular بهینه سازي پیچیده، شبکه هاي در تاثیر کردن بیشینه پیچیده، شبکه هاي در اطلاعات آبشاري رفتار •

.CELF الگوریتم پیچیده، شبکه هاي در شیوع کشف •

آن. تجربی و نظري تحلیل و ترجیحی اتصال توانی، درجه توزیع پیچیده، شبکه هاي تشکیل فرایندهاي •

کاربردها. شخصی شده، صفحه رتبه الگوریتم صفحه، رتبه الگوریتم ،HITTS الگوریتم پیوندها، ساختار تحلیل و تجزیه •

الگوریتم هاي پیمانگی، نیومن، گیروان الگوریتم پیچیده، شبکه هاي در خوشه ها و انجمن ها ساختار ضعیف، روابط قدرت •

سریع. پیمانگی بهینه سازي نظري، تحلیل پیچیده، شبکه هاي خوشه بندي براي طیفی
.AGM الگوریتم ،CPM الگوریتم ،NCP نمودار پیچیده، شبکه هاي در همپوشان خوشه هاي و انجمن ها •

نزدیکی. معیارهاي بر مبتنی روش هاي یادگیري، بر مبتنی روش هاي پیچیده، شبکه هاي در پیوند پیش بینی •

.node2vec الگوریتم ،deepwalk الگوریتم پیچیده، شبکه هاي در بازنمایی یادگیري •

پیچیده. شبکه هاي ساختار استنتاج آن ها، مختلف معماري هاي و گرافی عصبی شبکه هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] D. Easley and J. Kleinberg. Networks, Crowds, and Markets: Reasoning about a Highly Connected World.

Cambridge University Press, 2010.

[2] T. Christiano Silva and L. Zhao. Machine Learning in Complex Networks. Springer, 2016.

[3] M. Newman. Networks. Oxford University Press, 2018.
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فازي سامانه هاي و روش ها فارسی: به درس عنوان
واحد و درس نوع Fuzzy Methods and Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
نظریه تعمیم ابتدا درس این در است. مجموعه ها) نظریه بر (تعمیمی فازي مجموعه هاي یادگیري و آشنایی درس این هدف
در فازي کاربردهاي از بسیاري پایه که فازي خبره سیستم سپس و می گردد بیان فازي مجموعه هاي به منطق و مجموعه
بررسی مورد کنترل و مصنوعی هوش در فازي نظریه از کاربرد هاي نهایت در و می شود معرفی است کنترل و مصنوعی هوش

می گیرد. قرار

سرفصل ها
فازي مجموعه هاي نظریه •

فازي منطق •

فازي خبره سیستم هاي •

فازي خبره سیستم توسط تابع تقریب •

فازي عصبی شبکه هاي •

فازي خوشه بندي و دسته بندي •

فازي تصمیم گیري •

فازي تصمیم درخت هاي •

فازي کنترل کننده هاي •

هوش مصنوعی در فازي نظریه کاربردهاي دیگر •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 پروژه: و تمرین ها •

نمره درصد 60 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] W. Pedrycz. An Introduction to Computing with Fuzzy Sets. Springer 2021.

[2] W. Pedrycz andF. Gomide. An Introduction to Fuzzy Sets: Analysis and Design. MIT Press 1998.

[3] J. Jantzen. Foundations of Fuzzy Control: A Practical Approach. Wiley 2013.

[4] K. Michels, F. Klawonn, R. Kruse, and A. Nürnberger. Fuzzy Control: Fundamentals, Stability and Design
of Fuzzy Controllers. Springer 2006.
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تصادفی فرایندهاي فارسی: به درس عنوان
واحد و درس نوع Stochastic Processes انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
کـه هـایی سـیگنال تحلیل نحوه و تصادفی فرایندهاي مورد در نظري پایه هاي با دانشجویان آشنایی درس، این از هدف

می باشد. هستند، آماري و زمانی مولفه هاي داراي

سرفصل ها
درس. این براي نیاز مورد موضوعات بر تکیه با احتمال نظریه فشرده ي مرور •

تصادفی فرایندهاي معرفی •

توان طیف چگالی و همبستگی توابع •

ارگادیسیتی و گردشی ایستان ایستانی، مفاهیم •

تصادفی فرایندهاي و سیستم ها •

مارکوف مارتینگل، گوسی، تصادفی، زدن قدم پواسان، تصادفی فرایندهاي •

کارهونن-لوئو بسط و فوریه سري پایه: سیگنال هاي حسب بر تصادفی فرایندهاي نمایش •

تصادفی سیگنال هاي طیفی نمایش •

طیف تخمین •

مربعات میانگین کمینه تخمین •

صف نظریه بر مقدمه اي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 پروژه: و تمرین ها •

نمره درصد 70 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] A. Papoulis and S. U. Pillai: Probabilitly, Random Variables and Stochastic Processes. 4th Edition,

McGraw- Hill, 2002.

[2] A. Leon- Garcia: Probability, Statistics, and Random Processes for Electrical Engineering. 3rd Edition,
Prentice
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رقمی سیگنال هاي پردازش فارسی: به درس عنوان
واحد و درس نوع Digital Signal Processing انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مختلف داده هاي پردازش براي الگوریتمی و ریاضی پایه تکنیک هاي و اصول با دانشجویان نمودن آشنا درس، این از هدف
رقمی، سیگنال هاي پردازش تکنیک هاي دانشجویان درس، این در است. آن مانند و زیستی تصویري، صوتی- داده هاي از اعم
و گرفته فرا را رقمی سیگنال هاي تحلیل و فرکانس و زمان حوزه هاي در آن ها پردازش سیگنال ها، این روي مختلف تبدیلات

گیرند. بهره رقمی سیستم هاي پیاده سازي و طراحی در روش ها این از تا بود خواهند قادر

سرفصل ها
اولیه مفاهیم و تعاریف زقمی: سیگنال هاي بر مقدمه اي •

پریود محاسبه و بودن پریودیک بررسی پایه، زمانی سیگنال هاي الیاسینگ، رقمی، به آنالوگ از تبدیل و نمونه برداري •

بودن حافظه دار پایداري، بودن، علی تفاضلی، معادله زمان، با نامتغیر خطی سیستم هاي •

ویژه و همگن گذرا، پاسخ هاي پله، و ضربه پاسخ حلقوي، و خطی پیچش زمان: حوزه تحلیل روش هاي •

آن ها خواص و (DCT ،DFT ،ZT ،FT ،DFS فرکانس: حوزه تحلیل روش هاي •

رقمی سیستم هاي در پایداري بررسی •

فوریه سریع تبدیل الگوریتم هاي •

پنجره، طراحی خطی، فاز و صفر فاز با غیرمتقارن، و متقارن FIR فیلترهاي غیربازگشتی: رقمی فیلترهاي طراحی •

رقمی مشتق گیري یکسان، ریپل با فیلترهاي مفهوم متحرك، میانگین با فیلتر
و باترورث فیلترهاي ،z صفحه در قطب ها و صفرهاي بر مبتنی ساده طراحی بازگشتی: رقمی فیلترهاي طراحی •

انتگرال گیري فرکانسی، نمونه برداري روش ضربه، تغییرناپذیر روش خطی، دو تبدیل روش رقمی، و آنالوگ چبی شف
رقمی

طیف تحلیل •

سریع رقمی روش به کردن فیلتر •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 پروژه: و تمرین ها •

نمره درصد 70 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] P. A. Lynn and W. Fuerst. Digital Signal Processing with computer applications. John Wiley, 2002.

[2] A. V. Oppenheim and R. W. Schafer. Discrete-Time Signal Processing. Pearson Education Limited, 2014.

[3] L. Debnath and F. Ahmad Shah. Wavelet Transforms and Their Applications. Birkhauser,

[4] J. G. Proakis and D. G. Manolakis. Digital Signal Processing: Principles, Algorithms, and Applications.
3rd Edition, Prentice Hall, New Jersey, 1996.
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ماشین یادگیري سامانه هاي مهندسی فارسی: به درس عنوان
واحد و درس نوع Machine Learning Systems Engineering انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
و تجاري سرویس هاي بین زیادي فاصله اما کرد. تجاري سازي را آن بتوان که است زمانی مصنوعی هوش اصلی اهمیت
ماشین یادگیري و مصنوعی هوش از استفاده اهمیت با دانشجویان اینکه از بعد درس این در دارد. وجود پژوهشی روش هاي
از مراحل این شد. خواهند آشنا است نیاز مصنوعی هوش تجاري سازي براي که مختلفی مراحل با شدند، آشنا صنعت در
در آزمون و نظارت مدل ها، استقرار و ارزیابی مدل، آموزش و انتخاب شامل و شده شروع ویژگی انتخاب و داده مهندسی اصول
مدل ها امنیت و بودن منصفانه با رابطه در تکمیلی مباحث با دانشجویان نهایت در می شود. نیز مستمر یادگیري و اجرا، حین
مصنوعی هوش تجاري سازي براي مختلف ابزارهاي همچنین و مصنوعی هوش مبناي بر محور داده حکمرانی و صنعت در

شد. خواهند آشنا

سرفصل ها
ماشین یادگیري سامانه هاي و مصنوعی هوش سامانه هاي ماشین، یادگیري مصنوعی، هوش بر مروري مقدمه : •

برچسب گذاري، نمونه برداري، داده ها: کیفیت و میزان آموزشی، داده هاي داده، حیات چرخه و داده مهندسی اصول •

داده افزایش
ویژگی مهندسی •

مدل آموزش و توسعه انتخاب، •

بودن مقاوم و منابع مدل، ارزیابی •

سرویس دهی و مدل استقرار •

ML سیستم اشکالات اصلاح و تشخیص •

داده ها توزیع بر نظارت و تغییر •

سرویس دهی حین در سیستم آزمون و مستمر یادگیري •

ML مبناي بر حکمرانی امنیت، انصاف، •

MLOps براي ابزارها و زیرساخت •

چالش ها و فرصت ها مصنوعی: هوش تجاري سازي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 تمرین ها: •

نمره درصد 40 پایانی: آزمون •

نمره درصد 40 پروژه ها: •
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پیشنهادي علمی منابع
[1] C. Huyen. Designing machine learning systems. O’Reilly Media, Inc., 2022.

[2] A. Burkov. Machine learning engineering. Vol. 1. Montreal, QC, Canada: True Positive Incorporated,
2020.

[3] H. El-Amir and M. Hamdy. Deep learning pipeline: building a deep learning model with TensorFlow.
Apress, 2019.
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کامپیوتر بینایی فارسی: به درس عنوان
واحد و درس نوع Computer Vision انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
کامپیوتر توسط رسانه ها این درك به منظور فیلم و تصویر تحلیل اصول و مفاهیم با دانشجویان نمودن آشنا درس این هدف
ایجاد در دانش این است. مطرح اصول درك و بینایی مسائل حل سنتی روش هاي روي بر تأکید درس این در است.
در نیز عمیق یادگیري با بینایی مسائل حل جدیدتر روش هاي دارد. کاربرد مسائل انواع هوشمند حل و بینا سیستم هاي

می گیرند. قرار اشاره مورد مختصر به طور نیم سال انتهاي

سرفصل ها
و چینش نمونه برداري، تصویربرداري، نورپردازي، رقمی، تصاویر کاربردها، و کامپیوتر بینایی تعریف مقدمات: •

چندي سازي
افزایش مکان، حوزه در آن حذف و نویز سراسري، یا محلی، نقطه اي، عملیات با تصویر مناسب سازي پیش پردازش: •

وضوح
کانتور هاف، تبدیل اشیاء، مرز تعیین لبه ها، آستانه سازي لبه، تشخیص لبه، تعریف لبه ها: مبناي بر تصویر ناحیه بندي •

فعال
ویژگی هاي با نقاط خوشه بندي بافت، معرفی ترکیب، و تقسیم و ناحیه رشد روش هاي ناحیه: مبناي بر ناحیه بندي •

بافت
روش تکراري، آستانه سازي باند، آستانه سازي نیم آستانه سازي، خاکستري: سطوح آستانه سازي مبناي بر ناحیه بندي •

آتسو
هندسی ویژگی هاي و ناحیه توصیف پیرامون، توصیف با ارائه نواحی: ارائه •

فست و هریس مراوك، اپراتورهاي هسین، ماتریس گاسین ها، تفاضل گاسین، لاپلاسین کلیدي: نقاط تشخیص •

رنسک الگوریتم فریک، و پی، بی ال هاگ، سرف، سیفت، ویژگی هاي کلیدي: نقاط تطبیق و توصیف •

غیرفعال روش هاي کینکت، حسگر فعال، روش هاي با سنجی عمق بعدي: سه بینایی بر مقدمه اي •

نوري شار و کلیدي، نقاط تشخیص تفاضلی، روش با حرکت تحلیل •

ذره فیلتر و کالمن فیلتر با ردیابی تطبیق، با ردیابی ردیابی، اولیه روش هاي •

نمونه کاربردهاي پیچشی، شبکه کامپیوتر: بینایی در عمیق یادگیري بر مقدمه اي •

(پیشنهادي) ارزشیابی روش
نمره درصد 50 پروژه ها: و تمرین ها •

نمره درصد 30 پایانی: آزمون •
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نمره درصد 20 مطالعاتی: پروژه •

پیشنهادي علمی منابع
[1] D. A. Forsyth and J. Ponce. Machine Vision: A Modern Approach. 2nd Edition, Prentice-Hall, 2012.

[2] E. Trucco and A. Verri. Introductory Techniques for 3D Computer Vision. Prentice-Hall, 1998.

[3] R. Szeliski. Computer Vision: Algorithms and Applications. 2nd Edition, Springer, 2022.

[4] M. Sonka, V. Hlavac, and R. Boyle. Image Processing, Analysis andMachine Vision.Chapman&Hall, 1993.
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سه بعدي کامپیوتر بینایی فارسی: به درس عنوان
واحد و درس نوع 3D Computer Vision انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
منظور به تصاویر بعدي سه تحلیل و محیط بعدي سه بازسازي اصول و مفاهیم با دانشجویان نمودن آشنا درس این هدف
تصاویر بصري درك محیط، بعدي سه بازسازي تکنولوژي هاي انواع درس این در است. ربات و کامپیوتر توسط آن درك
نرم افزارهاي و الگوریتم ها با متعدد، پروژه هاي انجام با دانشجویان است. تاکید مورد آن کاربردهاي انواع و شده بازسازي
نیز بعد سه در عصبی شبکه هاي و عمیق یادگیري با مرتبط مباحث جدیدترین از برخی می کنند. پیدا کامل آشنایی مربوطه

می شوند. معرفی

سرفصل ها
بعدي سه کامپیوتري بینایی کاربردهاي و اهمیت مقدمه: •

دوربین مدل هاي •

دوربین کالیبراسیون •

تک نما اندازه شناسی •

استریو دوربین هاي و اپی پولار هندسه •

حرکت روي از ساختار •

بعدي سه بازیابی فعال روش هاي •

همزمان نقشه سازي و مکان یابی و نرمال) توزیع تبدیل و تکراري نقطه (نزدیکترین تطبیق روش هاي •

بازنمایی یادگیري •

ویژگی ردیابی و تک چشمی عمق تخمین •

صحنه و نوري جریان •

عصبی تابشی میدان هاي و بعدي سه ضمنی بازنمایی •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] R. Hartley and A. Zisserman. Multiple View Geometry in Computer Vision. Academic Press, 2002..

[2] D. A. Forsyth and J. Ponce. Computer Vision: A Modern Approach. Prentice Hall, 2011.
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تصویر پردازش فارسی: به درس عنوان
واحد و درس نوع Image Processing انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
پردازش ابزارهاي و تکنیک ها بکارگیري می گیرد. قرار استفاده مورد اماکن و مراکز از بسیاري در تصویري اطلاعات امروزه
پردازش در پایه و مقدماتی مفاهیم درس این در است. برخوردار زیادي اهمیت از مختلف کاربردهاي براي تصاویر رقمی
تصاویر، کدکردن و سازي فشرده تصاویر، در خرابی مدلسازي و معرفی تصاویر، بهبود مختلف روشهاي می گردد. ارائه تصویر
درس این اهداف از شناسی ریخت روشهاي و دوبعدي، کوسینوسی تبدیل و فوریه تبدیل مانند ریاضی ابزارهاي معرفی و

می باشد.

سرفصل ها
تصویر پردازش در پایه مفاهیم آن، انواع معرفی و تصویر تولید فرایند کاربردها، و تصویر پردازش اهمیت مقدمه: •

مکانی، فیلترهاي و تبدیل ها انواع مکان، قلمرو در تصاویر پردازش فیلترهاي تصاویر، روشنایی شدت تبدیل •

فرکانس حوزه در مختلف فیلترهاي آن، خواص و بعدي دو و بعدي یک فوریه تبدیل فرکانس: قلمرو در فیلترها •

تصویر سازي واضح تصویر، از نویز رفع و هموارسازي فرکانس: و مکان حوزه در تصاویر بهسازي •

تصاویر هندسی تخریب تصاویر، بازگردانی روشهاي نویز، مدل خرابیها، انواع تصاویر: بازگردانی •

JPEG کدکننده اصلی اجزاي کدکننده ها، خواص و انواع تصویر، در افزونگی انواع معرفی تصویر: سازي فشرده •

رنگی تصاویر پردازش •

خاکستري، سطح و دوسطحی تصاویر در شناسی ریخت عملگرهاي انواع ریخت شناسی: از استفاده با تصویر پردازش •

شناسی ریخت کاربردهاي

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] R. C. Gonzalez, and R. E. Woods, Digital Image Processing, 4th Edition, Pearson publishing Co., 2017.

[2] W. Pratt, Digital Image Processing,2nd Edition, John Willy, 2007.
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اطلاعات پنهان سازي فارسی: به درس عنوان
واحد و درس نوع Information Hiding انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
درس این در است. آن در مطرح امنیتی نکات و اطلاعات اختفاي مبحث با ارتباط در صحیح درك ایجاد درس، این هدف
محیط هاي براي فزاینده اي رشد که آن ها مختلف کاربردهاي همراه به نگاري نهان و گذاري نشانه مهم و مختلف تکنیک هاي

می گیرد. قرار بحث مورد کاوي نهان مختلف روش هاي ادامه در گرفت. خواهند قرار بررسی مورد دارند، چندرسانه اي

سرفصل ها
ارزیابی شاخص هاي و کاربرد ها کاوي، نهان نگاري، نهان گذاري، نشانه اطلاعات، سازي پنهان تاریخچه، مقدمات: •

امنیت جبرخطی، احتمال، و آمار درس: نیاز پیش مباحث روي بر کوتاه مروري •

گذاري نشانه امنیت خطا، تحلیل گذاري، نشانه سیستم هاي مدلسازي گذاري: نشانه •

گذاري نشانه تکنیک هاي ادراکی، مدل هاي از استفاده جانبی، اطلاعات با گذاري نشانه روش ها: انواع •

محتوا تایید مقاوم، •

اخیر گذاري نشانه روش هاي معرفی •

امنیت و نگاري نهان اصول نگاري: نهان •

آماري نگاري نهان گسترده، طیف تبدیل، حوزه تکنیک هاي جانشینی، سیستم هاي نگاري: نهان روش هاي انواع •

اخیر نگاري نهان روش هاي معرفی •

حملات انواع و اولیه مفاهیم کاوي: نهان •

کدگذاري حین کاوي نهان تبدیل، حوزه در کاوي نهان مکان؛ حوزه در کاوي نهان کاوي: نهان روش هاي انواع •

اخیر کاوي نهان روش هاي مهم ترین معرفی •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 پروژه: و تمرین ها •

نمره درصد 60 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] I.J. Cox, M.L. Miller, J.A. Bloom, J. Fridrich and T. Kalker, Digital Watermarking and Steganography,

Second Edition, Elsevier, Morgan Kaufmann Publishers, 2008.

[2] H. T. Sencar, M. Ramkumar, and A. N. Akansu, Data Hiding Fundamentals and Applications Content
Security in Digital Media, Elsevier Academic Press, 2004.

[3] Stefan Katzenbeisser, and F.A. P. Petitcolas, Information Hiding Techniques for Steganography and
DigitalWatermarking, Artech House, 2000.
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طبیعی زبان هاي پردازش فارسی: به درس عنوان
واحد و درس نوع Natural Language Processing انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
سیستم هاي از است. کامپیوتر محیط در طبیعی زبان فهم توانایی ایجاد روش هاي با دانشجویان نمودن آشنا درس این هدف
و ماشینی، ترجمه اطلاعات، استخراج احساس، تحلیل پاسخ، و پرسش سیستم هاي به می توان زبان پردازش بر مبتنی
زبان پردازش روش هاي با آشنایی سیستم هایی چنین طراحی راستاي در گام مهم ترین کرد. اشاره متون خلاصه سازي
طبیعی زبان پردازش روش هاي معرفی به درس، این در می کنند. عمل آماري الگوریتم هاي مبناي بر بیشتر که است طبیعی
نقش برچسب گذاري معنایی، تحلیل نامدار، موجودیت هاي تشخیص زبان، نحوي تجزیه کلام، اجزاي برچسب زنی جمله از

شد. خواهد پرداخته موضوع تشخیص و معنایی،

سرفصل ها
طبیعی زبان پردازش اولیه مفاهیم با آشنایی •

املایی خطاي تصحیح بن واژه سازي، ریشه یابی، بهنجارسازي، واحدسازي، متن: پیش پردازش •

زبانی مدل هاي ارزیابی عصبی، و احتمالاتی زبانی مدل هاي زبانی: مدل هاي •

عصبی شبکه و خطی جبر بر مبتنی کلمات ایستاي بازنمایی واژه، بر مبتنی بازنمایی متن: بازنمایی •

متن خوشه بندي و دسته بندي •

دنباله اي عصبی مدل سازي شرطی، تصادفی میدان مارکوف، مخفی مدل متن: دنباله اي مدل سازي •

نامدار موجودیت هاي تشخیص و کلام اجزاي برچسب زنی •

مبدلها توجه، مکانیزم کدگذار-کدگشا، مدل هاي دنباله به دنباله: مدل هاي •

بزرگ زبانی مدل هاي و بافت بر مبتنی پویا بازنمایی •

وابستگی تجزیه سازه، بر مبتنی آماري و نحوي تجزیه زبان: نحوي تجزیه •

معنایی نقش برچسب گذاري کلمات، معنایی ابهام رفع متن: معنایی تحلیل •

مکالمه محور سامانه هاي پاسخ، و پرسش متون، خلاصه سازي و ترجمه احساس، تحلیل کاربردي: سامانه هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 پروژه: و تمرین ها •

نمره درصد 70 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] D. Jurafsky and J. Martin, Speech and Language Processing: An Introduction to Natural Language

Processing, Computational Linguistics, and Speech Recognition. 3rd Edition (draft), 2025.

[2] Yoav Goldberg. A Primer on Neural Network Models for Natural Language Processing. 2015.
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پیشرفته طبیعی زبان هاي پردازش فارسی: به درس عنوان
واحد و درس نوع Advanced Natural Language Processing انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
زبان پردازش در ترنسفورها از استفاده می باشد. طبیعی زبان تولید و پردازش در پیشرفته مفاهیم با آشنایی درس این هدف
مدل هاي اساس همین بر می باشد. مطالب اصلی محور کدگذار-کدگشا و کدگشا کدگذار، متفاوت ساختارهاي با طبیعی
شد. خواهند معرفی می باشند طبیعی زبان تولید و پردازش پیشرفته مدل هاي بخش مهم ترین حاضر حال در که بزرگ زبانی

می گیرد. قرار بررسی مورد آن ها آموزش داده هاي با مرتبط چالش هاي همچنین و مدل ها از هریک اجزاي و جزئیات

سرفصل ها
بزرگ زبانی مدل هاي بر مقدمه اي •

دانش تقطیر خودنظارتی، یادگیري انتقالی، یادگیري دقیق، تنظیم و پیش آموزش آموزشی: استراتژي هاي •

زیرکلمه واحدسازي موقعیتی، کدگذار کدگذار-کدگشا، مدل هاي کدگشا، مدل هاي کدگذار، مدل هاي مبدلها: •

اهانت ها، تمایلات، انواع قانونی، ملاحظات خصوصی، حریم و امنیت مقیاس پذیري، بزرگ: زبانی مدل هاي در داده ها •

داده  در غلط اطلاعات و تعصب ها
تقابلی مولد شبکه بر مبتنی ارزیابی انسانی، ارزیابی ارزیابی، معیارهاي چالش ها، بزرگ: زبانی مدل هاي ارزیابی •

انسانی بازخورد با مدل ها آموزش دستورالعمل، با مدل ها آموزش طبیعی: زبان پردازش در تقویتی یادگیري •

محاسباتی، بهینه مدل هاي آموزش بافتی، درون یادگیري و پرامپت مبدلها، با مدل سازي بزرگ: زبانی مدل هاي ساخت •

چندوجهی آموزش چندزبانه، آموزش انطباق، موازي سازي،
دانش و اطلاعات بازیابی بر مبتنی بزرگ زبانی مدل هاي اطلاعات، استخراج دانش، گراف اطلاعات: مدل سازي •

استدلال و استنتاج بازنویسی، تشخیص چت بات ها، معنایی، تجزیه بزرگ: زبانی مدل هاي با طبیعی زبان فهم وظایف •

زبان
داده، از متن تولید داستان، تولید کد، تولید متن، خلاصه سازي بزرگ: زبانی مدل هاي با طبیعی زبان تولید وظایف •

شده بازنویسی متن تولید
گراف بازنمایی آموزش و ساخت متن، پردازش براي گراف بر مبتنی رویکردهاي زبان: پردازش براي گراف شبکه هاي •

متن پردازش براي گراف کدگذار-کدگشاي مدل هاي متن، پردازش براي

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] D. Jurafsky and J. Martin, Speech and Language Processing: An Introduction to Natural Language

Processing, Computational Linguistics, and Speech Recognition. 3rd Edition (draft), 2024.

[2] J. Eisenstein. Introduction to Natural Language Processing , the MIT Press, 2019.
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اطلاعات هوشمند بازیابی فارسی: به درس عنوان
واحد و درس نوع Intelligent Information Retrieval انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
پایه مفاهیم به پرداختن از پس درس این در است. اطلاعات بازیابی زمینه در دانشجویان اطلاعات گسترش درس این هدف
معرفی دارند مصنوعی هوش مباحث در ریشه که اطلاعات بازیابی پیشرفته مدل هاي جستجو، موتورهاي و اطلاعات بازیابی
نمود. اشاره عصبی شبکه هاي و ماشین یادگیري زبانی، مدل بر مبتنی مدل هاي به می توان روش ها این جمله از می شوند.
پرسمان پیشنهاد توصیه گر، سیستم هاي جمله از جستجو، موتورهاي و اطلاعات بازیابی پیشرفته و ویژه کاربردهاي همچنین
مورد چندوجهی و بین زبانی اطلاعات بازیابی و خبره یاب، و پاسخ و پرسش سیستم هاي جستجو، شخصی سازي جستجو،

می گیرند. قرار بررسی

سرفصل ها
جستجو موتورهاي ساختار و اطلاعات بازیابی بر مقدمه اي •

احتمالاتی برداري، فضاي بولی، مدل هاي اطلاعات: بازیابی پایه روش هاي بر مروري •

اطلاعات بازیابی در ارزیابی روش هاي •

زبانی مدل بر مبتنی اطلاعات بازیابی •

زبانی مدل بر مبتنی روش هاي مرتبط، بازخورد روش هاي واژگانی: تطابق عدم مشکل حل روش هاي •

رتبه بندي براي یادگیري مدل هاي بر مبتنی اطلاعات بازیابی •

عصبی شبکه بر مبتنی اطلاعات بازیابی •

اطلاعات بازیابی و بزرگ زبانی مدل هاي •

چندوجهی اطلاعات بازیابی و بین زبانی اطلاعات بازیابی •

جستجو شخصی سازي جستجو، پرسمان پیشنهاد جستجو: پرسمان داده هاي تحلیل •

عصبی توصیه مدل هاي مشارکتی، پالایش بر مبتنی توصیه محتوا، بر مبتنی توصیه توصیه گر: سامانه هاي •

خبره یابی پاسخ، و پرسش کاربردي: سامانه هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] W. B. Croft, D. Metzler, and T. Strohman. Search Engines: Information Retrieval in Practice. Pearson, 2010.

[2] C. Manning, P. Raghavan, and H. Schutz. Introduction to Information Retrieval. Cambridge University
Press, 2008.

[3] R. Baeza-Yates and B. Ribeiro-Neto. Modern Information Retrieval: The Concepts and Technology behind
Search. ACM Press, 2010.

[4] S. Ceri, A. Bozzon, M. Brambilla, E.D. Valle, P. Fraternali and S. Quarteroni. Web Information Retrieval.
Springer, 2013.
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گفتار پردازش فارسی: به درس عنوان
واحد و درس نوع Speech Processing انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
روش هاي و پایه روش هاي نیز و آن مختلف کاربردهاي و گفتار پردازش در عملی و نظري مباحث با آشنایی درس این از هدف
شنیداري و تکلمی ساختار واجشناسی، آواشناسی، مباحث بر مروري ابتدا در است. کاربردي زمینه هاي از هریک در جدید
پردازش در مطرح کاربردهاي سپس و مطرح گفتار سیگنال از ویژگی استخراج و پیش پردازش رقمی سازي، انسان، در گفتار

می شود. ارائه گفتار بهسازي و گفتار کدسازي و فشرده سازي گفتار، سنتز گوینده، و گفتار بازشناسی شامل گفتار

سرفصل ها
گفتاري زنجیره و مختصر تاریخچه کاربردها، استفاده، مورد علوم گفتار، پردازش شاخه هاي معرفی: •

آوانویسی و واژه واژك، هجا، آن ها)، ویژگی هاي و واکه (همخوان، واج آوا، واج شناسی، آواشناسی، زبان شناسی: مفاهیم •

انسان در گفتار تولید سیستم اجزاء و آناتومی •

صدا بلندي و فرکانس از انسان ادراك درونی، گوش و میانی گوش بیرونی، گوش انسان: در شنیداري سیستم بررسی •

طیف نگار ویژگی، استخراج پیش تاکید)، و پنجره گذاري (فریم بندي، گفتار پیش پردازش گفتار، سیگنال رقمی سازي •

عمیق عصبی شبکه هاي و ماشین یادگیري روش هاي بر مروري •

(VAD) صوتی فعالیت تشخیص •

DNN- ،DNN ،HMM بر مبتنی بازشناسی روش هاي انواع زبانی، مدل صوتی، مدل انواع، تعاریف، گفتار: بازشناسی •

عمیق یادگیري بر مبتنی و HMM

گذاري برچسب و تولید ابزارهاي نیز و فارسی و انگلیسی بزرگ صوتی پیکره هاي •

تصمیم گیري، آستانه سطح تعیین مختلف، روش هاي به گوینده کردن مدل انواع، تعاریف، گوینده: بازشناسی •

امتیاز بهنجارسازي
و مارکوف مخفی مدل بر مبتنی سنتز واحد، انتخاب پیوندي، سنتز روش هاي آوایی، واحدهاي انتخاب گفتار: سنتز •

عمیق یادگیري
کیفیت ارزیابی عمیق، یادگیري بر مبتنی روش هاي وکودرها، موج، شکل کدگذاري گفتار: کردن کد و فشرده سازي •

گفتار
گفتار بهسازي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 پروژه: و تمرین ها •

نمره درصد 70 پایانی: و میان ترم آزمون هاي •
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نمره درصد 10 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] Lawrence R. Rabiner, Ronald R. Schafer. Theory and Applications of Digital Speech Processing. Pearson,

2009.

[2] John R. Deller, John H. L. Hansen, John G. Proakis. Discrete-Time Processing of Speech signals. IEEE
Press, 908P, 2000.

[3] X. Huang, A. Acero, H. W. Hon. Spoken Language Processing, A Guide to Theory, Algorithm, and System
Development. Chapters 14, 15, and 16, Prentice Hall, 935P, 2000.

.1391 صفحه، 536 اطلاع رسانی، عالی شوراي گفتار، به متن تبدیل پژوهشنامه همایون پور، محمدمهدي [4]

.1390 اطلاع رسانی، عالی شوراي گفتار، خودکار بازشناسی پژوهشنامه صامتی، حسین [5]
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گوینده و گفتار بازشناسی فارسی: به درس عنوان
واحد و درس نوع Speech and Speaker Recognition انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
روش هاي با مقدمات، معرفی از بعد درس است. گوینده و گفتار بازشناسی اصول با دانشجویان نمودن آشنا درس، این از هدف
آن مختلف مسائل توضیح همراه به HMM-DNN ترکیبی مدل هاي سپس می شود. شروع مارکوف مخفی مدل بر مبتنی
سپس می شوند. داده شرح گفتار بازشناسی براي انتها به انتها مدل هاي ،CTC روش معرفی از بعد ادامه در می شود. آورده
پیش روش هاي نیز انتها در و شد خواهند داده توضیح موضوع این مهم نکات و گوینده بازشناسی جدید و مرسوم روش هاي

می شوند. داده آموزش گوینده و گفتار بازشناسی براي آن ها از مدل چندین و عصبی شبکه هاي آموزش

سرفصل ها
ویژگی، استخراج دیجیتال، سیگنال پردازش با آشنایی تاریخچه، گوینده، و خودکار گفتار بازشناسی تعریف مقدمه: •

گفتار ادراك و تولید واج شناسی،
کدگذار مدل هاي عصبی، شبکه هاي ،(GMM) گاوسی مخلوط مدل گسسته، و پیوسته (HMM) مارکوف مخفی مدل •

آموزش استراتژي هاي انواع و مبدل مدل کدکشا، و
،HMM مبناي بر گفتار بازشناسی گفتار، بازشناسی در عصبی شبکه هاي بر مبتنی و N-gram زبانی مدل هاي •

متصل و مجزا کلمات بازشناسی بافت، به وابسته و مستقل مدل سازي
هرس مثل محاسباتی پیچیدگی کاهش روش هاي ،HMM با مدل زبانی ترکیب بزرگ، واژگان با گفتار بازشناسی •

HMM-DNN ترکیبی گفتار بازشناسی و DNN مبناي بر آکوستیک مدل هاي •

(WFST) وزن دار محدود حالت مبدل هاي گوینده، به تطبیق و شعاعی جستجوي بافت، به وابسته کدگشایی •

،LAS ،Deep Speech مدل هاي بررسی ،(E2E) انتها به انتها گفتار بازشناسی و (CTC) پیوندگرا زمانی دسته بندي •

Conformer و RNN-T

انتها به انتها مدل هاي در آن ها از استفاده شیوه و زبانی مدل هاي •

میانگین بردار ابر ،GMM-UBM و HMM مرسوم مدل هاي ارزیابی، معیارهاي آن، دسته بندي و گوینده بازشناسی •

PLDA دسته بند و (i-vector) هویت بردار و (JFA) مشترك عامل تحلیل ،SVM و
ویژگی هاي ،x-vector و d-vector روش هاي عصبی، شبکه هاي از استفاده با گوینده تعبیه بردار استخراج روش هاي •

زیان توابع و فاصله معیارهاي یادگیري گلوگاهی،
گوینده تقطیع آن ها، با مقابله روش هاي و گوینده بازشناسی سامانه هاي در جعل مختلف روش هاي •

مدل هاي تباینی، یادگیري پایه بر مدل هاي گوینده، و گفتار بازشناسی براي نظارتی خود یادگیري بر مبتنی روش هاي •

وظیفه اي چند
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(پیشنهادي) ارزشیابی روش
نمره درصد 20 پروژه: و تمرین ها •

نمره درصد 70 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] D. Yu, L. Deng. Automatic speech recognition: A deep learning approach. Springer, 2015.

[2] L. Rabiner, B.-Hwang Juang. Fundamentals of Speech Recognition. Prentice Hall, 1993.

[3] D. Jurafsky and J. H. Martin. Speech and Language Processing. 3rd Edition, 2023.

[4] H. Beigi. Fundamentals of Speaker Recognition. Springer, 2011.
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گفتار به متن تبدیل فارسی: به درس عنوان
واحد و درس نوع Text-to-Speech Conversion انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
نیز و آن کاربردهاي و گفتاري فرم به مکتوب اطلاعات تبدیل زمینه در عملی و نظري مباحث با آشنایی درس این از هدف
واج آواشناسی، مباحث بر مروري ابتدا در است. گفتار به متن تبدیل سامانه یک ساخت در جدید روش هاي و پایه روش هاي
یک اجزاء سپس و مطرح گفتار سیگنال از ویژگی استخراج و پیش پردازش رقمی سازي، انسان، در تکلمی ساختار شناسی،
مورد کننده سنتز بخش نهایتا و نوایی تحلیل هاي آوایی، تحلیل هاي متنی، تحلیل هاي شامل گفتار به متن تبدیل سامانه
زبان مفاهیم بکارگیري چگونگی و معرفی گفتار به متن تبدیل سامانه یک خروجی ارزیابی معیارهاي می گیرد. قرار بحث
یک مختلف بخش هاي در عمیق یادگیري و ماشین یادگیري رقمی، سیگنال هاي پردازش طبیعی، زبان پردازش شناسی،

می گردد. مطرح گفتار به متن تبدیل سامانه

سرفصل ها
گفتار به متن تبدیل کاربردهاي و فواید معرفی تعریف، معرفی: •

آوانویسی و واژه واژك، هجا، آن ها)، ویژگی هاي و واکه (همخوان، واج آوا، واج شناسی، آواشناسی، زبان شناسی: مفاهیم •

انسان در گفتار تولید سیستم اجزاء و آناتومی •

طیف نگار ویژگی، استخراج پیش تاکید، و پنجره گذاري فریم بندي، گفتار: پیش پردازش گفتار، سیگنال رقمی سازي •

دادگان هاي و واژگان طراحی گفتار، و کلمات تعبیه عمیق، عصبی شبکه هاي و ماشین یادگیري روش هاي بر مروري •

نیاز مورد متنی و گفتاري
نحوي عبارت هاي به جمله تجزیه کلمات، دستوري نوع تعیین متن، هنجارسازي و واحدسازي متنی: تحلیل هاي •

تبدیل اضافه، کسره تشخیص شناختی، تکواژ تحلیل همنویسه ها، از ابهام رفع واژگان، از استفاده آوایی: تحلیل هاي •

صدا به حرف
شدت و زیروبمی کشش، مکث، مدل سازي نوانویسی، نوا، پارامترهاي نوایی: تحلیل هاي •

مخفی مدل بر مبتنی سنتز واحد، انتخاب روش به سنتز پیوندي، سنتز کلات، مدل گفتار: سنتز کلاسیک روش هاي •

مارکوف
انتشار مدل بر مبتنی ،GAN بر مبتنی عصبی، شبکه بر مبتنی رویکردهاي سنتی، رویکردهاي وکودرها: •

ذهنی روش هاي گفتار: سنتز سیستم هاي ارزیابی انتها، به انتها مدل هاي و عصبی شبکه هاي از استفاده با گفتار سنتز •

عینی و
(... و سبک احساس، نوا، (سرعت، صدا کنترل قابلیت با سنتز و گوینده با تطبیق قابلیت با گفتار سنتز •
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(پیشنهادي) ارزشیابی روش
نمره درصد 20 پروژه: و تمرین ها •

نمره درصد 70 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •

پیشنهادي علمی منابع
.1391 اطلاع رسانی، شورایعالی گفتار، به متن تبدیل پژوهشنامه همایون پور، محمدمهدي [1]

[2] S. Furui. Digital Speech Processing, Synthesis, and Recognition. CRC Press, 2000.

[3] E. Keller, G. Bailly, A. Monaghan, J. Tekren, M. Huckvale. Improvements in Speech Synthesis. Wiley, 2002.

[4] P. Taylor. Text to Speech Synthesis. 2009.
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ربات ناوبري و مکان یابی فارسی: به درس عنوان
واحد و درس نوع Robot Localization and Navigation انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
بر درس تمرکز است. محیط در ربات مکان یابی و نقشه برداري اصول و مفاهیم با دانشجویان نمودن آشنا درس این هدف
هدایت و برداري، نقشه مکان یابی، همچون مسائلی در آن کاربردهاي و ربات حالت احتمالاتی تخمین روش هاي انواع روي
با متعدد پروژه هاي انجام با همزمان، نقشه برداري و مکان یابی مختلف انواع با آشنایی کنار در دانشجویان بود. خواهد ربات

می کنند. پیدا کامل آشنایی و تسلط درس موضوع به نسبت واقعی داده هاي از استفاده

سرفصل ها
ربات نقشه سازي و مکان یابی بر مقدمه اي •

مرتبط مدل هاي و بیز فیلتر •

توسعه یافته کالمن فیلتر بر مبتنی همزمان نقشه سازي و مکان یابی و توسعه یافته کالمن فیلتر کالمن، فیلتر •

اطلاعات فیلتر بر مبتنی پراکنده همزمان نقشه سازي و مکان یابی و توسعه یافته اطلاعات فیلتر اثر، بی کالمن فیلتر •

توسعه یافته
سریع همزمان نقشه سازي و مکان یابی و ذره فیلتر بر مقدمه اي •

همزمان نقشه سازي و مکان یابی براي مربعات کمترین رویکردهاي •

گراف بر مبتنی همزمان نقشه سازي و مکان یابی •

همزمان نقشه سازي و مکان یابی براي کاهشی گرادیان •

همزمان نقشه سازي و مکان یابی حوزه در روز مباحث •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] S. Thrun, W. Burgard, and D. Fox. Probabilistic Robotics. MIT Press, Cambridge, MA, 2005.

[2] R. Siegwart, I. R. Nourbakhsh, and D. Scaramuzza. Introduction to Autonomous Mobile Robots. 2nd
Edition, MIT Press, 2011.

[3] B. Siciliano and O. Khatib. Springer Handbook of Robotics. Springer, 2008.
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اعصاب علوم بر مقدمه اي فارسی: به درس عنوان
واحد و درس نوع Introduction to Neuroscience انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
نرون و سلول حد در مغر ابتدا درس این در است. انسان اعصاب و مغز فیزیولوژي و آناتومی با آشنایی درس این هدف
سیستم حسی-حرکتی، عصبی سیستم بینایی، عصبی سیستم مانند عصبی سامانه هاي ساختار سپس و می شود معرفی

می شوند. معرفی مغز عصبی سیستم هاي دیگر و شنوایی عصبی

سرفصل ها
اعصاب علوم تاریخچه •

عصبی دستگاه مولکولی و سلولی ساختار •

عصبی دهنده هاي انتقال •

عصبی سیستم هاي عملکرد و ساختار •

آن ها ارتباطات و عصبی سیستم •

حرکتی حسی- عصبی سیستم هاي •

بینایی سیستم •

گویایی و شنوایی سیستم •

مغز در پاداش دهی سیستم هاي •

تصمیم گیري توجه، سیستم •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] M. Zigmond, ed. Fundamental Neuroscience. Academic Press, 1999.

[2] F. M. Bear et al.. Neuroscience: Exploring the Brain. Wolters Kluwer, 2016.

[3] E. R. Kandel et al., eds. Principles of Neural Science. McGraw-hill, 2000.



183 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

محاسباتی شناختی علوم فارسی: به درس عنوان
واحد و درس نوع Computational Cognitive Science انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
سیستم مانند عصبی سامانه هاي ساختار ابتدا درس این در است. اعصاب و مغز عصبی سامانه هاي با آشنایی درس این هدف
و می شوند معرفی مغز عصبی سیستم هاي دیگر و شنوایی عصبی سیستم حرکتی، - حسی عصبی سیستم بینایی، عصبی

میگیرند. قرار تحلیل و تجزیه مورد انها محاسباتی مدل هاي سپس

سرفصل ها
عصبی سیستم هاي عملکرد و ساختار •

عصبی سلول هاي محاسباتی مدل هاي •

آن محاسباتی مدل هاي و مغز در پاداش دهی سیستم هاي •

آن محاسباتی مدل هاي و تصمیم گیري توجه، سیستم •

آن محاسباتی مدل هاي و عصبی سیستم هاي در کدگشایی و کدگذاري •

آن محاسباتی مدل هاي و حافظه و یادگیري سلولی و رفتاري تحلیل •

آن محاسباتی مدل هاي و شناختی عالی سطوح بازنمایی و اشیاء شناخت •

آن ها محاسباتی مدل هاي و فراموشی و یادآوري حافظه •

آن ها محاسباتی مدل هاي و توجه و یادگیري •

آن ها محاسباتی مدل هاي و زبان مفاهیم، تصاویر، •

آن ها محاسباتی مدل هاي و ناخودآگاه و آگاه تفکر مسئله، حل و استدلال •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •



184 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

پیشنهادي علمی منابع
[1] F. M. Bear et al.. Neuroscience: Exploring the Brain. Wolters Kluwer, 2016.

[2] W. Gerstner et al.. Neuronal Dynamics: From Single Neurons to Networks and Models of Cognition.
Cambridge University Press, 2014.

[3] D. Reisberg. Cognition: Exploring the Science of the Mind. Norton, 2001.

[4] T. Malim. Cognitive Processes: Attention, Perception, Memory, Thinking and Language. Red Globe Press,
1994.
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مصنوعی هوش در برنامه ریزي فارسی: به درس عنوان
واحد و درس نوع Planning in Artificial Intelligence انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مختلفی موضوعات در هوشمند برنامه ریزي می باشد. هوشمند برنامه ریزي رویکردهاي و مفاهیم با آشنایی درس این هدف
دهه هاي در هوشمند برنامهریزي دارد. کاربرد هستند، کنش ها مورد در استدلال نیازمند که مسائلی و ربات کنترل ویژه به
ابتکاريبرنامهریزي و مدرن کلاسیک، روش هاي از گسترده اي طیف درس این در است. داشته چشم گیري پیشرفت هاي اخیر

می شود. معرفی نیز زمانی برنامهریزي و زمان مفهوم جمله از برنامهریزي پیشرفته مباحث همچنین می شود. داده پوشش

سرفصل ها
تاریخچه و مقدمه •

و حالات فضاي بر مبتنی ریزي برنامه ریزي، برنامه مسائل نمایش برنامه ریزي، مفهومی مدل کلاسیک: برنامه ریزي •

برنامه فضاي
ارضاپذیري طریق از برنامه ریزي گراف ، تحلیل بر مبتنی برنامه ریزي مدرن: کلاسیک برنامه ریزي •

جلورو سریع برنامه ریزي کنترلی ، قواعد با فضا هرس ابتکاري، توابع از استفاده برنامه ریزي: ابتکاري روش هاي •

مراتبی سلسله برنامه ریزي •

زمانی برنامه ریزي •

غیرقطعی و شرطی برنامه ریزي •

اجرا و برنامه ریزي •

بازگشتی برنامه ریزي •

فرابرنامه ریزي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] M. Ghallab, D. Nau, and P. Traverso. Automated Planning: Theory and Practice. Morgan Kaufmann, 2004.

[2] S. Russel and P. Norvig, Artificial Intelligence: a Modern Approach, Prentice Hall, 2005.
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شناختی رباتیک فارسی: به درس عنوان
واحد و درس نوع Cognitive Robotics انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مباحث از متنوعی طیف شامل و است توانبخشی حوزه ربات هاي طراحی اصول با دانشجویان نمودن آشنا درس این هدف
طراحی و زیست شناسی مانند موضوعاتی جمله از کلان تر مباحث تا ربات کنترل و سینماتیک مانند فنی موضوعات جمله از
ربات هاي از وسیعی طیف شامل درس این هدف ربات هاي می شود. توانبخشی ربات هاي کارایی ارزیابی براي بالینی مطالعات

بود. خواهد شناختی و اجتماعی ربات هاي و بالاتنه تنه، پایین توانبخشی ربات هاي جمله از توانبخشی

سرفصل ها
«توسعه» و «شناخت» مفاهیم و شناختی رباتیک بر مقدمه اي •

تاریخچه و مبدا شناختی: رباتیک •

شناختی ربات هاي ساخت براي پیش زمینه اي اعصاب: علم •

مکان یابی، ادراك، مشاهده-تفکر-اقدام: (چرخه ربات عملکرد و آن، انواع و محرکه ها) و (حسگرها ربات اجزاي بر مروري •

کنترل) و حرکت طرح ریزي نقشه سازي،
شناختی رباتیک حوزه در شبیه سازها و سکوها •

و گرفتن لامسه، حس در یادگیري بینایی، در یادگیري شناختی: رباتیک در ماشین یادگیري کاربردهاي معرفی •

تقلیدي یادگیري زبان، یادگیري اشیاء، دستکاري
،CRAM نظیر رباتیک حوزه در شناختی معماري هاي از نمونه هایی بررسی سازنده، اجزاء انواع، شناختی: معماري هاي •

ISAC یا DREAM

رفتاري موازنه هاي تطبیقی، رفتار بازخورد، و عمل شناختی: ربات هاي طراحی اصول •

شناختی دستکاري شناختی، تصمیم گیري شناختی، ناوبري شناختی، بینایی شناختی: توانمندي هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] A. Cangelosi and M. Asada. Cognitive Robotics, MIT Press, 2022.

[2] T. Hwu and J. Krichmar. Neurorobotics: Connecting the Brain, Body, and Environmen. MIT Press, 2022.
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ربات با انسان تعامل فارسی: به درس عنوان
واحد و درس نوع Human-Robot Interaction انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
اجتماعی ربات هاي به کارگیري و طراحی در مطرح راهکارهاي و چالش ها مسائل، با دانشجویان آشنایی درس، این از هدف
جهت راهکارهایی ارائه و اجتماعی ربات هاي حوزه در رباتیک سنتی روش هاي ناکارآمدي درك هدف دو ویژه، طور به است.
درس این توجه مورد کلامی و غیرکلامی فضاي، ارتباط مختلف جنبه هاي از اجتماعی ربات هاي تعامل پذیري سطح افزایش

است.

سرفصل ها
کاربردها و سنتی رباتیک حوزه با تفاوت ربات، و انسان تعامل تعریف •

آن ها انواع و محرکه ها حسگرها، ربات: اجزاي بر مروري •

کنترل و حرکت طرح ریزي نقشه سازي، مکان یابی، ادراك، مشاهده-تفکر-افدام، چرخه ربات: عملکرد •

اطراف محیط اشیاء با ربات ارتباط طراحی، متداول الگوهاي اجتماعی: ربات طراحی در اهمیت حائز نکات •

(Anthropomorphism) ربات براي انسانی نگرش ،(Affordances)
موازنه مختلف، تعاملات در اجتماعی فواصل رعایت و مجاورت اهمیت و مفهوم :(Spatial Interaction) فضایی تعامل •

در (Gesture) ایما نقش اجتماعی، ربات هاي مختلف وظایف در تعاملات در اجتماعی اهداف و رباتیکی اهداف بین
تعاملات

ربات، و انسان بین ارتباط یک مؤثر شکل دهی چگونگی و انسان از آگاه ربات ناوبري و مسیریابی :1 موردي مطالعه •

ربات خودیادگیري بزرگ، زبانی مدلهاي انسان، نزدیک شدن به پاسخ انسان، به شدن نزدیک
رباتیکی بازوي در تحویل و دسترسی در اجتماعی تعاملات :2 موردي مطالعه •

زبان، فهم ،ASR ،VAD گفتار، و نوشتار زبان تفاوت گفتار، اجزاي بر مروري :(Verbal Interaction) کلامی تعامل •

گفت وشنود مدیریت
کلامی تعامل محتواي و بدن زبان هماهنگی :3 موردي مطالعه •

ربات توسط احساس ابزار احساس، با متناسب رفتاري پاسخ مخاطب، احساس تشخیص :(Emotions) عواطف •

ربات-ربات و انسان-ربات روابط در اعتماد مدل سازي :(Trust) اعتماد •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] Bartneck, Christoph, Tony Belpaeme, Friederike Eyssel, Takayuki Kanda, Merel Keijsers, and Selma

Šabanović. Human-robot interaction: An introduction. Cambridge University Press, 2020.

[2] Korn, Oliver, ed. Social robots: technological, societal and ethical aspects of human-robot interaction.
Berlin/Heidelberg, Germany: Springer, 2019.
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پیشرفته کامپیوتر معماري فارسی: به درس عنوان
واحد و درس نوع Advanced Computer Architecture انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
چندپردازشی سیستم هاي حافظه، موازي، پردازش شامل کامپیوتر معماري در پیشرفته مفاهیم با آشنایی درس این هدف
افزایش مختلف کاربردي برنامه هاي اجراي براي را حافظه سیستم مراتب سلسله و پردازنده کارایی که است چندهسته اي و

می دهد.

سرفصل ها
کلیات و تعاریف •

حافظه سریع سیستم هاي •

لوله اي خط معماري •

برداري کامپیوترهاي •

ارتباطی میان شبکه •

کامپیوتر چند و پردازنده چند سیستم هاي •

(many core) پرهسته اي و (multicore) چندهسته اي پردازنده هاي •

موازي برنامه سازي زبان هاي و موازي پردازش مدل هاي •

قیمت ارزان تسریع •

Grid رایانش توزیع شده، محاسبات •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] J. L Hennessy and D. A. Patterson. Computer Architecture: A Quantitative Approach. Morgan Kaufmann,

6th Edition, 2017.

[2] S. G. Shiva. Advanced Computer Architecture. CRC Press, 2006.
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پیشرفته پرتراکم مجتمع مدارهاي طراحی فارسی: به درس عنوان
واحد و درس نوع Advanced VLSI Design انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مدارات طراحی تکنیک هاي دوره، این در است. استاندارد کاملاً به صورت مجتمع مدار طراحی فرایند ارائه درس این هدف
،CMOS پردازش فناوري ،MOS ترانزیستور نظریه شامل درس این موضوعات می شود. ارائه MOS فناوري در VLSI

دوره، طول در می شود. CMOS مدار طراحی مختلف تکنیک هاي و MOS دیجیتال مدار تحلیل ،VLSI طراحی روش هاي
دوره، پایان در می شود. استفاده VLSI طراحی ابزارهاي از و می شوند شبیه سازي و طراحی یکپارچه دیجیتالی سیستم هاي
پیشرفته تر دوره هاي براي را کافی پس زمینه و کنند تجربه و درك را سنتی VLSI طراحی فرایند بود خواهند قادر دانشجویان

آورند. به دست حوزه این در

سرفصل ها
الکترونیک. صنعت در حوزه این اهمیت توجیه و VLSI مدارهاي طراحی حوزه در اساسی مباحث معرفی •

این در طراحی مهم روش هاي از مختصري و VLSI مدارهاي طراحی به مربوط فرایندهاي و کاري جریان بر مروري •

حوزه.
تکنولوژي. این از استفاده با دیجیتال مدارهاي ساخت مختلف مراحل و CMOS تولید فرایندهاي توضیح •

ترانزیستورها. عملکرد به مربوط ناایده الی هاي معرفی و ترانزیستور نظریه بر مروري •

مدارها. طراحی بر آن تأثیر و VLSI تکنولوژي در مقیاس پذیري نظریه اساسی مفاهیم •

.VLSI مدارهاي در انرژي و توان مصرف کاهش براي مختلف تکنیک هاي و روش ها مطالعه •

ابزار. این از استفاده با مدارها شبیه سازي همچنین مدار، تحلیل روش هاي و SPICE نرم افزار معرفی •

مدارها. مختلف خانواده هاي معرفی و ترکیبی مدارهاي طراحی براي استفاده مورد تکنیک هاي و روش ها بررسی •

نامتقارن. و متقارن مدارهاي براي منطقی تلاش و المور مدل تحلیل با تاخیر بهینه سازي و تحلیل •

مدار. عملکرد بر آن ها تأثیر و ترتیبی مدارهاي طراحی روش هاي و اساسی مفاهیم •

.VLSI مدارهاي در داده مسیرهاي و افزودنی ها طراحی روش هاي و مفاهیم بررسی •

حافظه. مدارهاي طراحی روش هاي و VLSI مدارهاي در حافظه طراحی مبانی معرفی •

.VLSI مدارهاي در اتصالات با مرتبط مفاهیم و مبانی با آشنایی •

.VLSI مدارهاي در ساعت سیگنال هاي و توان بسته بندي، با مرتبط عوامل بررسی •

.CMOS مدارهاي پایداري و اطمینان قابلیت به مربوط مسائل و مفاهیم مطالعه •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •
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نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] Wayne Wolf. Modern VLSI Design, System-on-Chip Design. 3rd Edition, Course Handouts, 2004.

[2] N. Weste and D. Harris, CMOS VLSI Design, a Circuit and System Perspective, 4th Edition, Addison-
Wesley Press, 2011.

[3] R. Jacob Baker, CMOS Circuit Design, Layout, and Simulation, 3rd Edition (IEEE Press Series on
Microelectronic System), 2010.

[4] Vishwajit Barbuddhe, Shraddha N. Zanjat, Bhavana S. Karmore, VLSI Design: Basic of VLSI Design,
LAP LAMBERT Academic Publishing, 2020.
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تراشه روي سیستم هاي فارسی: به درس عنوان
واحد و درس نوع System on Chip انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
سیستم هاي پیاده سازي و طراحی تکنیک هاي و مفاهیم با آشنایی دانشجویان، براي تراشه روي سیستم هاي درس هدف
جمله از آن، تشکیل دهنده اجزاي و SoC پایه اي مفاهیم شامل درس این است. واحد تراشه یک روي بر یکپارچه پیچیده
کارایی بهینه سازي تکنیک هاي ارتباطی، پروتکل هاي با دانشجویان می باشد. جانبی، واحدهاي و رابط ها حافظه ها، پردازنده ها،
سیستم هاي مختلف پروتکل هاي و اجزا با را دانشجویان درس این همچنین، می شوند. آشنا نوین فناوري هاي و توان، مصرف و
این، بر علاوه می کند. آشنا مختلف صنایع در عملی کاربردهاي و توان مصرف کارایی، بهینه سازي روش هاي تراشه، روي
به ورود براي تا می کنند کسب را سیستم ها این توسعه و طراحی در کاربردي تجربه عملی، پروژه هاي طریق از دانشجویان

شوند. آماده صنعت و فناوري حوزه هاي

سرفصل ها
تراشه روي نهفته سیستم هاي اهمیت و مدل سازي تعریف مقدمه •

تراشه روي سیستم هاي در حافظه و منابع مدیریت کارها، زمان بندي •

بی درنگ نهفته سیستم هاي در حرارت و مصرفی توان مدیریت •

تراشه اي چند نهفته سیستم هاي طراحی •

بی درنگ نهفته سیستم هاي در اتکا قابلیت و کارایی وتحلیل مدل سازي •

سایبرفیزیکال سیستم هاي توزیع شده، بی درنگ نهفته سیستم هاي ارزیابی و تحلیل •

نرم افزار/سخت افزار سیستم هاي هم تراز طراحی تراشه، روي سیستم هاي بهینه سازي •

برنامه نویسی اصول ARM پردازنده هاي ،ARM پردازنده هاي نهفته، CPU هاي •

VX works ،RTX قبیل از بی درنگ عامل هاي سیستم •

SystemC •

معکوس اولولیت و واقعی زمان زمان بندي بی درنگ، نهفته سیستم هاي طراحی هم مشخصات •

برنامه ریزي قابل تراشه هاي روي نهفته سیستم هاي خطا، تحمل و شده جاسازي سیستم اطمینان قابلیت •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] D. J. Greaves. Modern system on chip design by ARM. ARM education media, 2022.

[2] J. Yiu. System-on-Chip Design with Arm(R) Cortex(R)-M Processors: Reference Book. Arm Education
Media, 2019.
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دیجیتال سیستم هاي سنتز فارسی: به درس عنوان
واحد و درس نوع Digital Systems Synthesis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
سنتز مفهوم تجرید، مختلف سطوح با تکمیلی تحصیلات دانشجویان عمیق آشنایی دیجیتال، سیستم هاي سنتز درس از هدف
سنتز فرایند مختلف مراحل بررسی و آن ها از هریک چالش هاي و سنتز روش هاي و الگوریتم ها گیت، و معماري سطح دو در

است.

سرفصل ها
دیجیتال سیستم هاي سنتز اهمیت و تعریف تجرید، مختلف سطوح با آشنایی مقدمه: •

دیجیتال سیستم هاي مدل سازي •

(HLS) بالا سطح در سنتز •

آن ها اشتراك گذاري و منابع تخصیص زمان بندي، الگوریتم هاي شامل ثبات، انتقال سطح در سنتز •

ترتیب و ترکیبی بهینه سازي شامل منطقی سطح در سنتز •

تکنولوژي به آن ها نگاشت و کتابخانه عناصر طراحی •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] G. D. Hachtel and F. Somenzi. Logic Synthesis and Verification Algorithms. Springer-verilog, 2006.

[2] G. D. Micheli. Synthesis and Optimization of Digital Circuits. McGraw Hill, 1994.

[3] M. J. S. SMITH. Application specific Integrated Circuits. Addison-Wesley, 2007.
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کم مصرف دیجیتال سیستم هاي طراحی فارسی: به درس عنوان
واحد و درس نوع Low-Power Digital System Design انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
گرما مدیریت و مصرفی انرژي کاهش مصرفی، توان کاهش براي طراحی روش هاي با دانشجویان آشنایی درس این از هدف

است. دیجیتال سیستم هاي و کامپیوترها در

سرفصل ها
توان، کم دیجیتال سیستم هاي در طراحی اهداف متوسط، و لحظه اي مصرفی توان و انرژي کاهش اهمیت مقدمه: •

مختلف تجرید سطوح در توان کاهش روش هاي تفاوت مصرفی، توان انواع
تراشه داخل اتصالات سطح در مصرفی توان کاهش •

مدار سطح در مصرفی توان کاهش •

گیت سطح در مصرفی توان کاهش •

ثبات انتقال سطح در مصرفی توان کاهش •

سیستم سطح در مصرفی توان کاهش •

آن روش هاي و دما مدیریت •

غیره و معکوس پذیر آدیاباتیک، مدارهاي مانند مرتبط موارد سایر •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 تکالیف مستمر: ارزش یابی •

نمره درصد 20 گزارش ارائه و مقالات بررسی •

نمره درصد 35 نوشتاري نهایی: آزمون •

نمره درصد 25 پروژه و کامپیوتري تکالیف پروژه: •

پیشنهادي علمی منابع
[1] C. Pigoet (Ed). Low-Power Electronics Design. CRC Press, 2018.

[2] J. M. Rabaey, A. Chandrakasan, and B. Nikolic . Digital Integrated Circuits: A Design Perspective. 2nd
Edition, Pearson Education, 2003.



197 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

اشکال تحمل پذیر سیستم هاي طراحی فارسی: به درس عنوان
واحد و درس نوع Fault-Tolerant System Design انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
روش هاي انواع از استفاده با اشکال تحمل پذیر سیستم هاي طراحی نحوه و مفاهیم با دانشجویان آشنایی درس، این از هدف

است. آن ها ارزیابی شیوه هاي همچنین و اطلاعاتی و نرم افزاري سخت افزاري، مختلف سطوح در افزونگی

سرفصل ها
اشکال تحمل پذیري مبحث در پایه مفاهیم و کلیات تعاریف، •

سخت افزاري افزونگی روش هاي •

نرم افزاري افزونگی روش هاي •

زمانی افزونگی روش هاي •

اطلاعاتی افزونگی روش هاي •

تحلیلی) روش هاي اشکال، (تزریق ارزیابی روش هاي •

تجربی مدل هاي از استفاده با اشکال نرخ محاسبه ي •

اشکال. تحمل پذیر سیستم هاي از نمونه چند بررسی و اشکال تحمل پذیر سیستم هاي طراحی •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] K. S. Trivedi and A. Bobbio. Reliability and Availability Engineering: Modeling, Analysis, and Applica-

tions. Cambridge University Press, 2017.

[2] I. Koren and C. M. Krishna. Fault-Tolerant Systems. 2nd Edition, Morgan Kaufmann, 2020.

[3] E. Dubrova. Fault Tolerant Design :An Introduction Department of Microelctronis and Information
Technology. Royal Institute of Technology, 2008.

[4] D. K. Pradhan. Fault-Tolerant Computer System Design. Prentice-Hall International, 1996.
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بازپیکربندي قابل سیستم هاي فارسی: به درس عنوان
واحد و درس نوع Reconfigurable Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
همچون مفاهیمی و شده آشنا آن بر مبتنی سیستم هاي طراحی و بازپیکربندي قابل پردازش با دانشجویان درس این در
و پویا بازپیکربندي بازپیکربندي، قابل تراشه هاي معماري بازپیکربندي، قابل مدارهاي در مسیریابی و جایابی الگوریتم هاي

می گیرند. فرا را بازپیکربندي قابل پردازش کاربردهاي

سرفصل ها
بازپیکربندي قابل محاسبه بر مقدمه اي •

طرح نگاشت •

بازپیکربندي قابل تراشه هاي معماري •

پویا بازپیکربندي •

بازپیکربندي قابل سامانه هاي •

بازپیکربندي قابل کاربردهاي •

بازپیکربندي قابل تراشه هاي از استفاده با سامانه نمونه سازي •

بازپیکربندي قابل محاسبه در پیشرفته مطالب •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] N. Nedjah and C. Wang. Reconfigurable and Adaptive Computing CRC Press. 2018.

[2] C. Bobda. Introduction to Reconfigurable Computing, Architectures and Algorithms. Springer, 2007.

[3] P. Lysaght and W. Rosenstiel. Algorithms, Architectures and Applications for Reconfigurable Computing.
Springer, 2005.
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پیشرفته نهفته سیستم هاي فارسی: به درس عنوان
واحد و درس نوع Advanced Embedded Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
پیاده سازي طراحی، با مرتبط پیشرفته تکنولوژي هاي و مفاهیم ارائه دانشجویان، براي پیشرفته” نهفته ”سیستم هاي درس هدف
سخت افزار، جمله از پیشرفته اي مباحث با تا می دهد را این امکان دانشجویان به درس این است. نهفته سیستم هاي ارتقاء و
پروژه هاي از استفاده با دانشجویان همچنین، شوند. آشنا بهره وري و امنیت ،(IoT) اشیاء اینترنت بی سیم، ارتباطات نرم افزار،
براي تا می کنند، کسب را نهفته سیستم هاي مدیریت و پیاده سازي طراحی، در کاربردي تجربه ي موردي، مطالعات و عملی

شوند. آماده فناوري ها این با مرتبط صنایع در حضور

سرفصل ها
بی درنگ نهفته سیستم هاي اهمیت و تعریف مقدمه: •

بی درنگ نهفته سیستم هاي مدل سازي •

کارها زمان بندي •

منابع مدیریت •

بی درنگ نهفته سیستم هاي در حافظه مدیریت •

حرارت و مصرفی توان مدیریت •

چندتراشه اي نهفته سیستم هاي طراحی •

اتکا قابلیت و کارایی تحلیل و مدل سازي •

توزیع شده بی درنگ نهفته سیستم هاي •

بی درنگ نهفته سیستم هاي ارزیابی و تحلیل •

رایافیزیکی سیستم هاي •

بی درنگ نهفته سیستم هاي بهینه سازي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] A. G. Dean. Embedded Systems Fundamentals with ARM Cortex-M based Microcontrollers. ARM

Education media, 2017.

[2] T. Cormen, C. Leiserson, R. Rivest, and C. Stein. Introduction to Embedded Systems: A Cyber-Physical
Systems Approach 2nd Edition. MIT Press, 2017.

[3] E. White. Making Embedded Systems: Design Patterns for Great Software. O’Reilly Media , 2021
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آزمون پذیري و آزمون فارسی: به درس عنوان
واحد و درس نوع Test and Testability انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
جمله از آزمون پذیري کلی مفاهیم با دارد آشنایی دیجیتال سیستم هاي طراحی کلی اصول با که دانشجویی درس، این در
بتواند که به نحوي می شود، آشنا آزمون بردارهاي خودکار تولید آزمون پذیري، مقیاس هاي اشکال، شبیه سازي اشکال، مدل هاي
و می شود بررسی سیستم ها آزمون روش هاي و اهداف ابتدا منظور، بدین نماید. طراحی را آزمون پذیر دیجیتال سیستم هاي
در روش ها این چگونه که می شود بحث مورد این نهایت در و می شود مطالعه سیستم ها آزمون پذیري بهبود روش هاي سپس

شود. منتهی آزمون پذیر سیستم یک به تا می شوند وارد دیجیتال سیستم یک خودکار طراحی فرایند

سرفصل ها
آزمون انواع و آزمون پذیري مفاهیم با آشنایی •

آن در آزمون نقش و تولید، کیفیت و (yield) ساخت بازده •

اشکال شبیه سازي و مدل سازي •

اشکال از نمونه برداري •

آزمون  قابلیت اندازه گیري •

آزمون بردار خودکار تولید •

آزمون بردار تولید از استفاده با افزونگی حذف •

ترتیبی و ترکیبی مدارهاي براي آزمون بردار تولید الگوریتم هاي •

پاره اي) و کامل پیمایشی (طراحی ساخت یافته و موردي آزمون پذیر طراحی •

پاسخ فشرده سازي تصادفی، بردار تولید :(BIST) درونی خودآزماي •

مرزي پویش استاندارد •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 تکالیف مستمر: ارزش یابی •

نمره درصد 20 گزارش ارائه و مقالات بررسی •

نمره درصد 35 نوشتاري آزمون ها: •

نمره درصد 25 پروژه و کامپیوتري تکالیف پروژه: •
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پیشنهادي علمی منابع
[1] Z. Navabi. Digital System Test and Testable Desgin. Springer, 2011.

[2] L. Wang, C. Wu, and X. Wen. VLSI Test Principles and Architectures: Design for Testability. Morgan
Kaufmann, 2006.

[3] M. L. Bushnell and V. D. Agrawal. Essentials of Electronic Testing. Springer 2002.
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پیشرفته عامل سیستم هاي فارسی: به درس عنوان
واحد و درس نوع Advanced Operating Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
است. مقیاس پذیر عامل سیستم هاي در تحقیقاتی و عملی موضوعات عامل، سیستم هاي در پیشرفته مفاهیم ارائه درس هدف
عامل سیستم هاي تاثیر عامل، سیستم هاي طراحی نیازمندي هاي سیستم، کل در سیستم عامل وظیفه و جایگاه درس این در

شد. خواهد بیان سیستم ها این گونه در عامل سیستم هاي جایگاه و توزیع شده سیستم هاي نرم افزارها، و ماشین طراحی در

سرفصل ها
کامپیوتري سیستم هاي جمله از سیستم طراحی بر مروري •

مدرن معماري هاي بر تاکید با عامل سیستم هاي طراحی •

پروسه ها مابین اطلاعات تبادل و ارتباط •

زمان بندي و طراحی مجازي: ماشین هاي •

توزیع شده و موازي سیستم هاي •

پروسه ها مهاجرت و میان افزار •

چندهسته اي ماشین هاي بر تاکید با همروندي •

چندهسته اي ماشین هاي در عامل سیستم هاي •

لبه و ابر نظیر، به نظیر سیستم هاي حوزه هاي در سیستم عامل ملاحظات •

سیستم عامل سطح در امنیت و خرابی، از بازیابی خرابی، با مواجهه •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 40 نیم سال: پایان آزمون •

نمره درصد 30 پروژه: •
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پیشنهادي علمی منابع
[1] A. S. Tanenbaum and H. Bos. Modern Operating Systems. Pearson, 2015.

[2] A. Silberschatz, P. B. Galvin, and G. Gagne. Operating System Concepts. 10th Edition, Wiley, 2018.

[3] M. van Steen and A.S. Tanenbaum. Distributed Systems. 4th Edition, distributed-systems.net, 2023.

[4] D. R. Engler, M. F. Kaashoek, and J. O’Toole. Exokernel: An Operating System Architecture for
Application-Level Resource Management. Proceedings of the 15th ACM Symposium on Operating System
Principles, Dec. 1995.

[5] Z. Shen, Z. Sun, G. E. Sela, E. Bagdasaryan, C. Delimitrou, R. V. Renesse, and H. Weatherspoon.
X-Containers: Breaking Down Barriers to Improve Performance and Isolation of Cloud-Native Containers.
In Proceedings of the 24th International Conference on Architectural Support for Programming Languages
and Operating Systems (ASPLOS ’19), April 2019.
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پرسرعت دیجیتال مجتمع مدارهاي طراحی فارسی: به درس عنوان

واحد و درس نوع High-Speed Digital Integrated Circuits

Design
انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
و می آید، وجود به بالا سرعت هاي در VLSI مدارهاي تحلیل طراحی در که است مشکلاتی درمورد بحث درس این هدف
تحلیل روش هاي با بالا فرکانس دیجیتال کاربردهاي براي مجتمع مدارهاي طراحی مسائل و ملاحظات با دانشجو نمودن آشنا
همچنین، می کنند. کار گیگاهرتز 100 از بالاتر ساعت نرخ هاي در که دیجیتالی مدارهاي به دستیابی براي شبیه سازي و
دانشجو به کمک درس این دیگر هدف می شوند. آشنا مدار و چینش سطح در VLSI مدل سازي روش هاي با دانشجویان
مهارت هاي و مقاله نوشتن و خواندن فنی، مواد جمع آوري مانند تکمیلی تحصیلات براي پایه مهارت هاي آوردن به دست جهت

می باشد. ارائه

سرفصل ها
الکترومغناطیس مدل سازي .VLSIدر نانومتر مقیاس مسائل مقدمه: •

ماکسول. معادلات آنتنی، اثرات میکرواستریپ، مدل هاي امواج، انتشار اصول •

پرتوي انتشارات •

دیجیتال. ویژه تمرکز با اصطلاحات و اصول پایه: انتقال خط نظریه •

متقابل القاي اثرات •

مخرب اثرات •

زمان بندي •

طراحی روش هاي •

نانو مقیاس MOSFET هاي در پیشرفته مسائل •

پیشرفته مجتمع مدارهاي پردازش فناوري هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] S. H. Hall, G. W. Hall, JAMES A. McCall. High-speed Digital System Design: A Handbook of Interconnect

Theory and Design Practices. John Wiley & Sons, 2000.

[2] M. Rodwell. High-Speed Integrated Circuit Technology : Towards 100 GHZ Logic. World-Scientific, 2001.

[3] Y. Taur and T. N Ning. Fundamentals of Modern VLSI Devices. 3rd Edition, Cambridge University Press,
2021.

[4] J. M. Rabaey, A. Chandrakasan and B. Nikolic. Digital Integrated Circuits: A Design Perspective. 2nd
Edition, Prentice Hall, 2003.

[5] A. Chandrakasan, W. J. Bowhill, and F. Fox. Design of High-Performance Microprocessor Circuits. IEEE
Press, 2001.

[6] A. M. Ionescu and K. Banerjee. Emerging Nanoelectronics: Life With And After CMOS. Kluwer Academic
Publishers, 2004.
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پرتراکم مجتمع مدارهاي طراحی الگوریتم هاي فارسی: به درس عنوان
واحد و درس نوع VLSI Design Algorithms انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
الگوریتم هاي از بهره برداري و توسعه زمینه در دانشجویان آموزش پرتراکم، مجتمع مدارهاي طراحی الگوریتم هاي درس هدف
با تا می دهد را امکان این دانشجویان به درس این است. بالا چگالی با الکترونیکی مدارهاي بهینه سازي و طراحی براي پیشرفته
الگوریتم هاي مانند مختلفی الگوریتم هاي از و شوند آشنا پرتراکم مجتمع مدارهاي طراحی با مرتبط پیشرفته و اساسی مفاهیم
طراحی کاربردي و نوین روش هاي آموزش درس، این اصلی هدف کنند. استفاده مدارها ترکیب و شبیه سازي، بهینه سازي،
این خاص اهداف جمله از سازند. برآورده را مختلف صنایع مختلف نیازهاي بتوانند که است بالا چگالی با الکترونیکی مدارهاي
مدارهاي بهینه سازي و طراحی زمینه در دانشجویان عملی و نظري دانش ارتقاء عملی، مهارت هاي توسعه به می توان درس

کرد. اشاره حوزه این با مرتبط مسائل و چالش ها با آشنایی و پرتراکم، مجتمع

سرفصل ها
پرتراکم مجتمع مدارهاي طراحی به مقدمه •

حوزه این تکامل و تاریخچه بررسی پرتراکم، مجتمع مدارهاي طراحی اهمیت و اساسی مفاهیم معرفی •

پرتراکم مجتمع مدارهاي طراحی پایه مفاهیم •

مجتمع مدارهاي ساخت تکنولوژي هاي و ترانزیستورها مختلف نوع هاي شامل اصلی مبانی معرفی •

مدار فیزیکی اندازه و توان، مصرف تاخیر، مانند مهم ویژگی هاي بررسی •

پرتراکم مجتمع مدارهاي طراحی در محاسباتی الگوریتم هاي •

مدارها ترکیب و مدار، بهینه سازي مدار، شبیه سازي مانند محاسباتی مختلف الگوریتم هاي معرفی •

ژنتیک الگوریتم هاي و (MCMC) سطحی چند گسسته سازي مانند پیشرفته روش هاي بررسی •

مدار بخش هاي ترکیب و پیش تغذیه، مدار، تطبیق مانند پرتراکم مدار طراحی تکنیک هاي •

(CAD) مدار خودکار طراحی مانند بهینه سازي روش هاي بررسی •

پرتراکم مجتمع مدارهاي طراحی با مرتبط مسائل و چالش ها •

سیگنال تاخیرهاي و توان، مصرف ترانزیستورها، تعداد افزایش مانند مسائل و چالش ها بررسی •

پرتراکم مجتمع مدارهاي طراحی آینده پتانسیل هاي و فعلی کاربردهاي معرفی •

بازار نیازهاي و فناوري با مرتبط توسعه هاي و تحولات بررسی •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •
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نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع

[1] N. A. Sherwani.Algorithms for VLSI physical design automation. Springer Science&Business Media, 2012.
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حافظه فناوري هاي فارسی: به درس عنوان
واحد و درس نوع Memory Technologies انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
به درس این مدرن. حافظه دستگاه هاي مختلف فناوري هاي و عملکرد بررسی از است عبارت حافظه فناوري هاي درس هدف
براي می کند. بررسی را آن ها محدودیت هاي و می پردازد بروز حالت با غیرمتغیر و متغیر حالت حافظه دستگاه هاي بررسی
ممکن که فناوري هایی جمله از می پردازد، ظهور حال در حافظه دستگاه فناوري هاي بررسی به درس این بیشتر، پیشرفت
پتانسیلی مزایاي هزینه و قدرت چگالی، عملکرد، دلیل به همراه تلفن دستگاه هاي و رایانه ها در آینده دهه هاي در است
پیشرفته سخت افزارهاي در کارآمد طور به نورومورفیک محاسبات و عمیق یادگیري الگوریتم هاي این، بر علاوه باشند. داشته
مانند می کنند، شبیه سازي را انسان مغز رفتار که آینده نورومورفیک پردازنده هاي در دستگاهی فناوري هاي نمی شوند. اجرا
دستگاه فناوري هاي با نزدیکی ارتباط مموریستورها عملکرد به دست یابی گرفت. خواهند قرار بحث مورد مموریستورها،

دارد. ظهور حال در حافظه

سرفصل ها
میدانی ترانزیستورهاي درباره مختصر مقدمه •

SRAM ،DRAM حافظه هاي به روز: متغیر حالت حافظه دستگاه هاي •

فلش حافظه فناوري به روز: غیرمتغیر حافظه دستگاه هاي •

چرخشی انتقالی گشتاور از استفاده با حافظه دستگاه هاي •

فاز تغییر با حافظه دستگاه هاي •

مقاوم حافظه دستگاه هاي •

کراس بار معماري •

مموریستور دستگاه مدل هاي •

نورومورفیک محاسبات براي دستگاه ها سایر •

تحقیقاتی مقاله ارائه و درس پروژه •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] A. Chen, J. Hutchby, V. Zhirnov, and G. Bourianoff. Emerging Nanoelectronic Devices. Part Two:

Nanoelectronic Memories, Wiley, 2015.
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نهفته سیستم هاي در مصنوعی هوش فارسی: به درس عنوان
واحد و درس نوع AI in Embedded Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
و پیاده سازي، طراحی، زمینه در دانشجویان مهارت هاي و دانش توسعه نهفته، سیستم هاي در مصنوعی هوش درس هدف
مفاهیم آموزش بر درس این است. محدود منابع با سیستم هاي در مصنوعی هوش الگوریتم هاي و روش ها از بهره برداري
کارآمد و نوآورانه راه حل هاي تا می سازد قادر آن ها، از استفاده با را دانشجویان و دارد تمرکز مصنوعی هوش پیشرفته و اساسی
عملی، فرصت هاي کردن فراهم و نظري مطالب ارائه با درس این کنند. ارائه نهفته سیستم هاي در موجود مختلف مسائل براي
محیط یک ایجاد و می کند آماده نهفته سیستم هاي و مصنوعی هوش حوزه در واقعی چالش هاي با مواجهه براي را دانشجویان

می کند. تضمین را تعاملی و فعال آموزشی

سرفصل ها
آن نظایر و stm32 ،ARM نانو، آردوینو بوردهاي با آشنایی نهفته محاسبات فناوري با آشنایی و مقدمات •

مصنوعی هوش الگوریتم هاي در پردازش و محاسباتی مبانی نهفته، نرم افزار مهندسی و نهفته سیستم هاي •

آن نظایر و Torch ،EIE ،Tensorflow Lite عمیق یادگیري کتابخانه هاي و توسعه ابزارهاي •

Heap پشته، داده، حافظه کد، حافظه مانند داده حافظه نهفته، سیستم هاي در حافظه ساختار •

دقیق تنظیم آموزش روش هاي و مگابایت یک از کمتر حافظه وجود با نهفته بورد روي آموزش روش هاي دقیق بررسی •

بورد روي
عقب به رو انتشار و جلو به رو انتشار مانند مفاهیمی عمیق، یادگیري مدل هاي عصبی، شبکه هاي بررسی و معرفی •

برداري محاسبات با کانولوشن عمل در سرعت تسریع روش هاي کانولوشن، عمل بررسی •

لازم جمع هاي و ضرب تعداد و عمیق عصبی شبکه مدل حجم کاهش براي سخت افزار نرم افزار همروند طراحی •

از مدل هاي اجراي براي Stm32 و ARM بوردهاي آموزش نحوه عمیق، یادگیري روش هاي با ماشین بینایی بررسی •

دیده آموزش پیش
تشخیص اشیا، تشخیص روش هاي اجراي براي stm32F704 و Arduino قبیل از سخت افزاري بوردهاي برنامه ریزي •

فرد
عمیق یادگیري مدل هاي بهینه سازي با مرتبط مفاهیم نهفته سیستم هاي روي بر Tiny AL و Tiny ML از استفاده •

کم حجم محاسبات و
حجم کاهش براي چندي سازي و دقیق تنظیم و تکراري کردن هرس روش هاي ،Auto ML مانند تکنیک هایی بررسی •

مدل ها.
دقیق تنظیم و انتقالی یادگیري روش هاي از استفاده و توزیع شده یادگیري •

نهفته سیستم هاي در آن از استفاده و بینایی مبدل مدل هاي با آشنایی •
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(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] P. Warden and D. Situnayake. TinyML: Machine Learning with TensorFlow Lite on Arduino and Ultra-

Low-Power Microcontrollers. O’Reilly Media, 2020

[2] B. Moons, D. Bankman, and M. Verhelst. Embedded Deep Learning: Algorithms, Architectures and
Circuits for Always-on Neural Network Processing. Springer, 2019.

[3] A. Krishna Gupta and S. P. Nandya. Deep Learning on Microcontrollers: Learn how to develop embedded
AI applications using TinyML. BPB Publications, 2023.
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دیجیتال سیگنال پردازنده هاي معماري فارسی: به درس عنوان
واحد و درس نوع Digital Signal Processors Architecture انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
درس، این در است. دیجیتال پردازنده هاي بهینه سازي و تحلیل طراحی، براي لازم مهارت هاي و دانش ارائه درس، این هدف
کارایی و عملکرد بهبود تکنیک هاي و حافظه، و کنترل محاسباتی، واحدهاي طراحی پردازنده ها، معماري پایه اي مفاهیم
ملاحظات با دیجیتال پردازش سیستم هاي طراحی بهینه روش هاي با دانشجویان همچنین، می شود. داده آموزش پردازنده ها
پردازش سیستم یک بیرون و داخل بیت هاي عرض بهینه سازي به و می شوند آشنا کارایی و پذیري اتکا توان، مساحت، هزینه،
سیستم هایی و کنند محاسبه را کردن کوانتیزه نویز چگونه که می دهد آموزش دانشجویان به همچنین درس این می پردازند.
و کارایی، مختلف ملاحظات با عملیات فهرست بندي و زمان بندي مناسب گراف هاي تهیه کنند. طراحی را ملاحظه این با
درس این اهداف از نیز تحقق مختلف روش هاي مقایسه و پردازشی سیستم تحقق در مناسب معماري و کتابخانه انتخاب

است.

سرفصل ها
پردازش مجتمع سیستم هاي بر مقدمه اي •

دیجیتال پردازش معروف الگوریتم هاي و نمایش ها معرفی و مرور •

سریع فوریه تبدیل و دیجیتال فیلترهاي تحقق ساختارهاي •

جابجایی و ضرب جمع، حسابی واحدهاي تحقق و اعداد نمایش سیستم هاي مرور •

کردن کوانتیزه نویز محاسبه بیتی، دقت با نمایش و محدود کلمه طول اثرات به توجه با طراحی •

سازي بهینه انجام سازي، شبیه و Matlab محیط در دیجیتال فیلترهاي طراحی ملاحظات •

دیجیتال سازي شبیه و طراحی محیط در مدار آزمون خودکار برنامه نوشتن سخت افزاري، زبانهاي با مدل توسعه •

دار زمان محاسباتی گراف و تقدم گراف داده، جریان گراف هاي افراز، و تحقق براي جایگزین نمایش هاي •

متغیر سخت افزاري منابع تعداد با و مصرف سرعت، مساحت، ملاحظات با سازي پیاده و منابع اختصاص افراز، •

نمونه مثالهاي همرا به پردازشی معماري هاي سنتز •

شناور ممیز و صحیح ثابت، ممیز حالتهاي در نویسی برنامه ملاحظات تجاري، دیجیتال پردازنده هاي معماري هاي •

،LTE و WiFi ،WiMAX ،xDSL مانند سیم بی و سیم با سرعت پر دیجیتال مخابراتی سیستم هاي بررسی •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] D. Markovic and R. W. Brodersen. DSp Architecture Design Essentials. Springer, 2012.

[2] U. Meyer-Baese. Digital Signal Processing with Field-programmable Gate Arrays. 3d Edition. Berlin:
Springer-Verlag, 2007.

[3] G. A. Constantinides, P. Y. K. Chueng, and W. Luk. Synthesis and Optimization Of DSP Algorithms.
Dordrecht: Kluwer Academic Publishers, 2004.

[4] B. Parhami. Computer Arithmetic: Algorithms and Hardware Designs. 2nd Edition, Oxford University
Press, 2010.

[5] A. V. Oppenheim and R. W. Shafer. Discrete-Time Signal processing. Englewood Cliffs, NJ: Prentice Hall,
2009.

[6] J. P. Deschamps, G. J. A. Bioul, and G. D. Sutter. Synthesis of Arithmetic Circuits. FPGA, ASIC, And
Embedded Systems. John Wiley & Sons, I 2006.
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کامپیوتري حساب فارسی: به درس عنوان
واحد و درس نوع Computer Arithmetic انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
چگونگی درس این کامپیوترهاست. از استفاده با ریاضی و حسابی عملیات از پیشرفته اي مفاهیم آموزش درس این هدف
می دهد. آموزش را بزرگ تر مقیاس هاي در ریاضی و حسابی عملیات انجام براي پیشرفته روش هاي و الگوریتم ها از استفاده
شبیه سازي و مدل سازي حسابی، عملیات با مرتبط نرم افزار و سخت افزار بهینه سازي و طراحی مانند مباحثی به هم چنین
در خطا و دقت با مرتبط مسائل بررسی و دقت، و کارایی افزایش جهت پیشرفته الگوریتم هاي طراحی پیچیده، عملیات

می شود. پرداخته محاسبات

سرفصل ها
باقی مانده و تکراري نمایش هاي علامت دار، مقادیر و اعداد •

حمل مرتبه کننده هاي جمع شمارش، و ابتدایی جمع •

عملوندي چند جمع سریع، جمع کننده هاي در تغییرات •

آرایه اي و درختی ضرب بالا، پایه با کننده هاي ضرب ابتدایی، ضرب طرح هاي •

ابتدایی انتشار طرح هاي •

شدن همگرا وسیله به تقسیم تقسیم کننده ها، در تغییرات بالا، پایه با تقسیم هاي •

تایید قابلیت و دقت خطاها، شناور، ممیز حساب •

باقی مانده اي) نمایش (سیستم پیمانه اي حساب •

مثلثاتی و نمایی لگاریتمی، توابع محاسبه •

ریشه گیري مربع روش هاي •

CORDIC الگوریتم هاي •

تابع ارزیابی در دیگر موضوعات •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •



216 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

پیشنهادي علمی منابع
[1] B. Parhami. Computer Arithmetic: Algorithms and Hardware Designs. 2nd Edition, Oxford University

Press, New York, 2010

[2] R. P. Brent and P. Zimmermann. Modern computer arithmetic. Vol. 18. Cambridge University Press, 2010.

[3] M. D. Ercegovac and T. Lang. Digital Arithmetic. Morgan Kaufmann, 2004.

[4] I. Koren. Computer Arithmetic Algorithms. 2nd Edition, A K Peters/CRC Press, 2002.

[5] M. Vlădutiu. Computer Arithmetic, Algorithms and Hardware Implementations. Springer, 2012 .
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شبکه پردازنده هاي معماري فارسی: به درس عنوان
واحد و درس نوع Network Processor Architecture انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
بهینه سازي و تحلیل طراحی، براي لازم مهارت هاي و دانش ارائه دانشجویان، براي شبکه” پردازنده هاي ”معماري درس هدف
شبکه، پردازنده هاي معماري پایه اي مفاهیم شامل درس این است. کامپیوتري شبکه هاي در استفاده مورد پردازنده هاي
ASIC و FPGA از استفاده با سخت افزاري شتاب دهی و سوئیچینگ، و مسیریابی الگوریتم هاي بسته ها، پردازش تکنیک هاي
آشنا مجازي سازي و شبکه پروتکل هاي ،(QoS) خدمات کیفیت مدیریت شبکه، امنیت اصول با دانشجویان همچنین، است.
عملی پروژه هاي ارائه و شبکه پردازنده هاي براي برنامه نویسی تکنیک هاي و ابزارها آموزش درس، این دیگر هدف می شوند.
زمینه هاي در فعالیت براي را دانشجویان درس این است. پردازنده ها این بهینه سازي و طراحی در کاربردي تجربه کسب جهت

می کند. آماده شبکه پردازنده هاي معماري و کامپیوتري شبکه هاي مختلف

سرفصل ها
شبکه پردازنده هاي به نیاز و پایه اي مفاهیم شبکه، پردازنده هاي تکامل و تاریخچه مقدمه ، •

شبکه پردازنده هاي در CISC و RISC مختلف معماري هاي مقایسه •

بسته ها پردازش تکنیک هاي و الگوریتم ها شبکه، بسته هاي پردازش و تحلیل •

سوم و دوم لایه در پردازش و سوئیچینگ تکنیک هاي سوئیچینگ، و مسیریابی الگوریتم هاي •

شبکه اي عملیات شتاب دهی براي ویژه معماري هاي در ASIC و FPGA از استفاده سخت افزاري، شتاب دهی •

شبکه اي حملات از جلوگیري و تشخیص شبکه، پردازنده هاي در امنیتی پروتکل هاي پیاده سازي •

ترافیک و صف مدیریت الگوریتم هاي خدمات، کیفیت تأمین و باند پهناي مدیریت •

شبکه پردازنده هاي روي بر مختلف شبکه اي پروتکل هاي پیاده سازي •

بالاتر لایه هاي پروتکل هاي و UDP ،TCP/IP پروتکل هاي پردازش •

داده مراکز در شبکه پردازنده هاي نقش شبکه، پردازنده هاي در ابري پردازش و مجازي سازي مفاهیم •

شبکه پردازنده هاي براي کد بهینه سازي شبکه، پردازنده هاي براي برنامه نویسی زبان هاي و ابزارها •

شبکه پردازنده هاي بهینه سازي و پیاده سازي از عملی پروژه هاي و واقعی موردي مطالعات بررسی •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] D. E. Comer. Network Systems Design Using Network processors. prentice Hall, 2005.

[2] R. Giladi. Network processors: architecture, programming, and implementation. Morgan Kaufmann
Publishers, 2008

[3] P. C. Lekkas. Network Processors: Architectures, Protocols and Platforms. McGraw-Hill. 2003.

[4] G. Varghese. Network Algorithmics,: An Interdisciplinary Approach to Designing Fast Networked Devices.
Morgan Kaufmann, 2005 .

[5] J. F. Kurose and K. W. Ross. Computer Networking: A Top-Down Approach Featuring the Interact 3rd
Edition, Addison Wesley, 2005.

[6] A. Leon-Garcia and L. Widjajg. Communication Networks: Fundamental Concepts and Key Architectures.
2nd Edition, McGraw-Hill, 2004.
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داده ذخیره سازي سیستم هاي فارسی: به درس عنوان
واحد و درس نوع Data Storage Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
و پیاده سازي طراحی، براي لازم مهارت هاي و دانش ارائه دانشجویان، براي داده” ذخیره سازي ”سیستم هاي درس هدف
انواع داده، ذخیره سازي پایه اي مفاهیم شامل درس این است. مختلف مقیاس هاي در داده ذخیره سازي سیستم هاي مدیریت
داده مدیریت تکنیک هاي و ذخیره سازي، سیستم هاي معماري هاي و ساختارها ذخیره سازي، دستگاه هاي و حافظه ها مختلف
همچنین و توزیع شده، سیستم هاي و ابري ذخیره سازي مانند ذخیره سازي، حوزه در جدید فناوري هاي با دانشجویان است.
بهینه سازي ابزارهاي و روش ها آموزش درس، این دیگر هدف می شوند. آشنا داده بازیابی و امنیت کارایی، به مربوط مسائل
درس این است. سیستم ها این مدیریت و طراحی در تجربه کسب براي عملی پروژه هاي ارائه و ذخیره سازي سیستم هاي
پایگاه هاي و ابري سیستم هاي داده، مراکز مانند داده، ذخیره سازي با مرتبط مختلف زمینه هاي در فعالیت براي را دانشجویان

می کند. آماده داده،

سرفصل ها
ذخیره سازي سامانه هاي از استفاده لزوم و معرفی •

داده ذخیره ساز سامانه بر مبتنی ذخیره سازي روش معماري •

دیسک سامانه زیر در خروجی ورودي/ پیکربندي و معماري •

داده ذخیره سازي سامانه هاي کمی و کیفی معیارهاي •

داده ذخیره سازي سامانه هاي در دیسک ها پیکربندي انواع •

داده ذخیره ساز پیشرفته سامانه یک طراحی •

داده ذخیره ساز سامانه هاي در داده جریان روند •

داده ذخیره ساز سامانه هاي پیشرفته ویژگی هاي بررسی •

داده ذخیره ساز سامانه هاي در نهان حافظه •

(IBM ،HP ،EMC) داده ذخیره ساز سامانه هاي متداول معماري هاي بررسی •

داده ذخیره ساز سامانه هاي در خروجی ورودي/ تکنیک هاي •

نیمه هادي دیسک هاي معماري و طراحی •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] U. Troppens and R. Wolatka. Storage Networks Explained: Basics and Application of Fibre Channel SAN,

NAS, iSCSI, InfiniBand and FCoE . 2nd Edition. John Wiley & Sons Inc, 2009.

[2] P. Komarnicki, P. A. Lombardi, and Z. A. Styczynski. Storage Technologies and Systems. IBM Journal of
Research & Development, Special issue, 2008.

[3] J. Tate, F. Lucchese, and R. Moore. Introduction to Storage Area Networks .IBM Redbooks (eBook), 2006.

[4] G. Somasundaram and A. Shrivastava. Information Storage and Management. Wiley Publishing, 2009.
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سخت افزاري اعتماد و امنیت فارسی: به درس عنوان
واحد و درس نوع Hardware Security and Trust انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
می شود. پرداخته آن بودن اعتماد قابل و سخت افزار امنیت ارزیابی و طراحی در اخیر پیشرفت هاي معرفی به درس، این در
تطابق باید تولید، مرحله در و مطرح اطلاعات نشت عدم بودن دستکاري غیرقابل همچون نیازمندي هایی طراحی، مرحله در
ترفندهایی ضمن در نشود. انجام پشتی در یک یا تروآ اسب یک به منجر آن در تغییري تا شود بررسی طراحی با سخت افزار
پشتیبانی به نیاز کامپیوتري، سیستم هاي در اعتماد و امنیت تامین براي علاوه، به است. لازم تهدیداتی چنین کشف براي
اعتماد تامین می باشد. اختصاصی سخت افزار در خصوصی کلید تولید به نیاز کاربردها، از برخی در است. سخت افزار توسط

است. کننده وارسی سخت افزارهاي نیازمند کاربردها برخی براي

سرفصل ها
مجتمع مدارهاي طراحی/آزمون و رمزنگاري بر مقدمه اي •

TPMها و اعتماد مورد محاسبات رمزنگاري، پردازنده هاي •

دست کاري برابر در مقاومت و فیزیکی حمله هاي •

اشکال تزریق حمله و جانبی کانال حمله •

(PUFs) فیزیکی همانندسازي قابل غیر توابع •

سخت افزار بر مبتنی تصادفی عدد مولدهاي •

IP بلوك هاي ته نقش گذاري •

FPGAها در اعتماد مورد طراحی •

RFID برچسب هاي امنیت و نهفته سیستم هاي امنیت •

فعال) و منفعل طور (به سخت افزار از استفاده با برنامه معنوي مالکیت حفظ و دسترسی کنترل •

مجتمع مدارهاي و IP بلوك هاي در سخت افزاري ترُِواي اسب هاي کردن مجزا و کشف •

2-FIPS 140 رمزنگاري مدول هاي استاندارد •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع

[1] M. Tehranipoor and C. Wang. Introduction to Hardware Security and Trust. Springer, 2011.
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رمزنگاري مهندسی فارسی: به درس عنوان
واحد و درس نوع Cryptography Engineering انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
سیستم هاي ارزیابی و پیاده سازي، طراحی، زمینه در دانشجویان توانمندي هاي توسعه رمزنگاري، مهندسی درس هدف
و شوند آشنا رمزنگاري پیشرفته و اساسی مفاهیم با که می دهد را امکان این دانشجویان به درس این است. رمزنگاري
قرار بررسی مورد درس این در که مواردي از دهند. ارائه مختلف امنیتی مسائل براي کارآمد و امن راه حل هاي بتوانند
تهدیدات بررسی رمزنگاري، الگوریتم هاي پیاده سازي و طراحی رمزنگاري، مختلف روش هاي مطالعه به می توان می گیرند
و دانش ارتقاء درس این نهایی هدف کرد. اشاره مختلف صنایع در رمزنگاري عملی کاربردهاي و امنیت، ارزیابی و امنیتی

است. مختلف مسائل براي مناسب امنیتی راه حل هاي ارائه و اطلاعات امنیت حوزه در دانشجویان مهارت هاي

سرفصل ها
اطلاعات امنیت و رمزنگاري به مقدمه •

اطلاعات. امنیت حفظ در رمزنگاري کاربردهاي و اهمیت •

رمزنگاري. اساسی و اولیه مفاهیم معرفی •

اساسی رمزنگاري الگوریتم هاي •

عمومی. و سیمتریک رمزنگاري معروف الگوریتم هاي مطالعه •

ECC و RSA ،DES ،AES الگوریتم هاي کاربردهاي و عملکرد بررسی •

تصادفی اعداد امنیت و تصادفی اعداد تولید •

رمزنگاري در اعداد این امنیت و تصادفی اعداد تولید روش هاي بررسی •

رمزنگاري در متناهی اعداد و حساب •

رمزنگاري در آن کاربردهاي و متناهی میدان هاي در ضرب بررسی •

رمزنگاري سخت افزارهاي براي ریاضیات از استفاده •

رمزنگاري سخت افزارهاي در استفاده مورد ریاضی مفاهیم و الگوریتم ها مطالعه •

هایپر-بیضوي خم هاي و بیضوي خم هاي بر مبتنی رمزنگاري در رمزنگاري کاربردهاي و معرفی •

هایپر-بیضوي. و بیضوي خم هاي بر مبتنی رمزنگاري کاربردهاي و مفاهیم بررسی •

بندانگشتی جفت هاي بر مبتنی رمزنگاري سیستم هاي •

پساکوانتومی رمزنگاري بندانگشتی، جفت هاي بر مبتنی رمزنگاري سیستم هاي کاربردهاي و الگوریتم ها مطالعه •

موثر و سبک رمزنگاري آن ها، کاربردهاي و پساکوانتومی رمزنگاري الگوریتم هاي و روش ها بررسی •

آن ها کاربردهاي و موثر و سبک رمزنگاري الگوریتم هاي و روش ها معرفی •

کاربردي و کارآمد پیاده سازي هاي •
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رمزنگاري. سیستم هاي کاربردي و کارآمد پیاده سازي ابزارهاي و روش ها مطالعه •

جانبی کانال تهاجم هاي با مقابله و تحلیل •

آن ها با مقابله روش هاي و جانبی کانال تهاجم هاي بررسی •

خطا تزریق و خطاها از استفاده با نفوذ و حملات •

آن ها. با مقابله روش هاي و خطاها از استفاده با نفوذهاي و حملات بررسی •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] B. Schneier, N. Ferguson, and T. Kohno. Cryptography Engineering: Design Principles and Practical

Applications. Wiley, 2010

[2] Ç. K. Koç. Cryptographic Engineering. Springer, 2009.

[3] A. J. Menezes, P. C. van Oorschot, and S. A. Vanstone.Handbook of Applied Cryptography. Fifth Printing,
CRC Press, 2001.
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رایافیزیکی سیستم هاي فارسی: به درس عنوان
واحد و درس نوع Cyber-Physical Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
با آشنایی هدف با درس این آن ها، کاربرد شدن فراگیر و توزیع شده ماهیت با رایافیزیکی سامانه هاي روزافزون اهمیت به نظر
نیازمندي ها، توصیف روش هاي درس این مخاطبان است. شده طراحی رایافیزیکی سامانه هاي تحلیل و طراحی، مدل سازي،
و گرفت خواهند فرا را سامانه ها این تحلیل و مدل بر مبتنی طراحی فیزیکی، و سایبري بخش هاي مدل سازي ریاضیات
وجه بر تاکید با رایافیزیکی سامانه هاي اهداف تحقق در را زمان بندي الگوریتم هاي و ترکیبی، مدل هاي زمان، محوري نقش
جدي توجه مورد نرم افزار سطح در کارایی و ایمنی نظیر جنبه هایی تضمین روش هاي همچنین کرد. خواهند درك نرم افزاري
جنبه و شده ارائه مفاهیم عمیق تر درك به خاص کاربردي دامنه یک در ابزارها و استانداردها برخی از استفاده می گیرد. قرار

نمود. خواهد کمک آن ها کاربردي

سرفصل ها
رایافیزیکی سامانه هاي در پایه مفاهیم و تعاریف •

سامانه محاسباتی بخش هاي مدل سازي •

سامانه فیزیکی بخش هاي مدل سازي •

زمان دار مدل هاي و زمان توصیف •

ترکیبی مدل سازي و مدل ها ترکیب •

وارسی و بودن) زنده ایمنی، (زمانی، نیازمندي ها بیان •

غیرپردازشی منابع مدیریت و بی درنگ زمان بندي الگوریتم هاي •

خودرو) (نظیر خاص کاربردي دامنه ي در توسعه متدولوژي هاي و ایمنی استانداردهاي برخی معرفی •

نهفته نرم افزارهاي آزمون و طراحی ابزارهاي به کارگیري و معرفی •

تاب آوري) و اطمینان، قابلیت مصرفی، انرژي (نظیر غیرکارکردي معیارهاي برخی بهینه سازي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 مقاله): ارائه و (مرور کلاسی فعالیت هاي •

نمره درصد 60 آزمون: •

نمره درصد 20 پروژه: •
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پیشنهادي علمی منابع
[1] R. Alur. Principles of Cyber-Physical Systems. MIT Press, 2023.

[2] S. Mitra. Verifying Cyber-Physical Systems: A Path to Safe Autonomy. MIT Press, 2021.

[3] E. A. Lee and S. A. Seshia. Introduction to Embedded Systems: A Cyber-Physical Systems Approach. 2nd
Edition, MIT Press, 2017.

[4] H. Kopetz. Real-Time Systems: Design Principles for Distributed Embedded Applications. 2nd Edition,
Springer, 2011.
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کوانتومی رایانش فارسی: به درس عنوان
واحد و درس نوع Quantum Computing انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
اصول با آشنایی ضمن دانشجویان درس، این در است. کوانتومی رایانش مبانی با دانشجویان آشنایی درس این از هدف
زمینه این در پایه الگوریتم هاي و کوانتومی سیستم هاي در اطلاعات پردازش و ذخیره سازي نحوه با کوانتومی، مکانیک اولیه
رمزنگاري و کوانتومی اطلاعات نظریه کوانتومی، محاسبات پیچیدگی نظیر مفاهیمی با دانشجویان همچنین می شوند. آشنا

شد. خواهند آشنا کوانتومی

سرفصل ها
اولیه مفاهیم •

خطی جبر بر مروري •

کوانتومی مکانیک اصول •

کوانتومی رایانش اصول •

کوانتومی مدارهاي •

کوانتومی الگوریتم هاي •

کوانتومی محاسبات پیچیدگی •

کوانتومی سیستم هاي دینامیک •

کوانتومی اطلاعات نظریه •

کوانتومی خطاي تصحیح •

کوانتومی رمزنگاري •

(پیشنهادي) ارزشیابی روش
نمره) کل 25%) برنامه سازي تمرین یک و نظري تمرین سه تمرین: •

نمره) کل 20%) سمینار و پژوهشی گزارش شامل پژوهشی: پروژه •

نمره) کل 55%) پایان ترم و میان ترم آزمون هاي آزمون: •
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پیشنهادي علمی منابع
[1] M. Nielsen and I. L. Chuang. Quantum Computation and Quantum Information. Cambridge University

Press, 2010.

[2] E. Rieffel and W. Polak. Quantum Computing: A Gentle Introduction. The MIT Press, 2014.

[3] N. D. Mermin. Quantum Computer Science: An Introduction. Cambridge University Press, 2007.
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اشیاء اینترنت فارسی: به درس عنوان
واحد و درس نوع Internet of Things انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
کلیدي مفاهیم منظور، این به است. آن شبکه اي مباحث بر تمرکز با اشیاء اینترنت با دانشجویان آشنایی درس، این از هدف
فناوري هاي و اشیاء اینترنت لایه اي چند معماري غیرصنعتی، و صنعتی حوز هاي در آن مختلف کاربردهاي و اشیاء اینترنت
دوقلوي جدید، نسل بیسیم شبکه هاي بستر در اشیاء اینترنت استفاده، مورد پلتفرم هاي مختلف، لایه هاي پروتکل هاي مرتبط،

می گیرد. قرار بررسی مورد اشیاء اینترنت در خصوصی حریم و امنیت نهایت در و دیجیتال

سرفصل ها
اشیاء اینترنت کاربردهاي و مرتبط، استاندارهاي و لایه چند معماري معرفی اولیه، مفاهیم شامل مقدمه •

اشیاء اینترنت حسگرهاي •

اشیاء اینترنت شبکه هاي •

رسانه به دسترسی و فیزیکی لایه فناوري هاي •

انتقال و کاربرد شبکه، لایه پروتکل هاي •

اشیاء اینترنت پلتفرم هاي •

سایبر-فیزیکی سیستم هاي •

صنعتی اشیاء اینترنت •

G5 بستر در اشیاء اینترنت •

دیجیتال دوقلوي •

اشیاء اینترنت در خصوصی حریم و امنیت •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 60 پایان ترم: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: سمینار •
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پیشنهادي علمی منابع
[1] F. J. Dian. Fundamentals of Internet of Things: For Students and Professionals. Wiley-IEEE Press, 2022

[2] P. Raj and A. C. Raman. The Internet of Things Enabling Technologies, Platforms, and Use Cases. CRC
Press, 2017.

[3] O. Hersent, D. Boswarthick, and O. Elloumi. The Internet of Things: Key Applications and Protocols. 2nd
Edition. Wiley, 2013

[4] Y. Wu, H. Huang, C-X. Wang, and Y. Pan. 5G-Enabled Internet of Things. CRC Press, 2019.
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پیشرفته ریزپردازنده فارسی: به درس عنوان
واحد و درس نوع Advanced Microprocessors انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
پیچیده مسائل و تکنولوژي ها، مفاهیم، از عمیق و گسترده دید یک ارائه دانشجویان به پیشرفته ریزپردازنده درس اصلی هدف
در پیشرفته تر مفاهیم با تا می دهد اجازه دانشجویان به درس این است. پیشرفته ریزپردازنده هاي توسعه و طراحی زمینه در
عمیق درك به می توان درس این اهداف جمله از شوند. آشنا زمینه این با مرتبط مسائل و ریزپردازنده ها بهینه سازي و طراحی
مسائل بررسی نوین، تکنولوژي هاي مطالعه سخت افزاري، بهینه سازي هاي با آشنایی ریزپردازنده، پیشرفته معماري هاي از
تسلط هدف با درس این کرد. اشاره جدید پژوهش هاي با ارتباط و اعتبارسنجی، و تست با آشنایی اعتمادپذیري، و امنیتی
ارائه زمینه این در تحقیقات و پروژه ها انجام براي آن ها آماده سازي و ریزپردازنده ها زمینه در پیشرفته مباحث بر دانشجویان

می شود.

سرفصل ها
پیشرفته فوق پردازنده هاي جمله از پیشرفته پردازنده معماري هاي معرفی پیشرفته: پردازنده معماري هاي •

(Simultaneous Multithreading) سیم پرداز و (VLIW) واشنگتن ،(Superscalar)
کارایی و عملکرد افزایش براي سخت افزاري مختلف بهینه سازي هاي بررسی و مطالعه سخت افزاري: بهینه سازي هاي •

پردازنده
اصلی حافظه و پنهان، حافظه سریع، حافظه مانند پیشرفته حافظه معماري هاي بررسی پیشرفته: حافظه معماري هاي •

همزمان اجراي مانند ریزپردازنده ها در موازي پردازش روش هاي و تکنیک ها بررسی پردازنده: در موازي پردازش •

داده موازي پردازش و دستورات
هسته اي، چند پردازنده هاي مانند نوین تکنولوژي هاي بررسی و معرفی ریزپردازنده ها: در نوین تکنولوژي هاي •

FPGA بر مبتنی پردازنده هاي
ریزپردازنده هاي پیاده سازي و طراحی با مرتبط اعتمادپذیري و امنیتی مسائل بررسی اعتمادپذیري: و امنیتی مسائل •

پیشرفته
آن ها کارایی و صحت از اطمینان براي پیشرفته پردازنده هاي اعتبارسنجی و تست فنون و روش ها مطالعه •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] S. K. Karna. Microprocessors GATE, PSUs and ES Examination. Vikas Publishing House, 2017.

[2] D. V. Hall and S. S. S. P. Rao. Microprocessors and Interfacing. 3rd Edition, McGraw-Hill, 2017.

[3] L. B. Das. The x86 Microprocessors. 2nd Edition, Pearson, 2014.

[4] Y. C. Liu and G. A. Gibson. Microcomputer Systems: The 8086/8088 Family. Prentice Hall, 1986.

[5] A. N. Kani Microprocessor 8086 Programming & Interfacing. RBA Publications.
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موازي پردازش فارسی: به درس عنوان
واحد و درس نوع Parallel Processing انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
الگوریتم ها پیاده سازي و تحلیل طراحی، براي لازم مهارت هاي و دانش ارائه دانشجویان، براي موازي” ”پردازش درس هدف
پردازش سیستم هاي با آشنایی شامل درس این می شوند. اجرا همزمان و موازي صورت به که است پردازشی سیستم هاي و
سنجش روش هاي و معیارها و مدل سازي موازي، ارتباطی پایه عملیات و الگوریتم ها طراحی آن ها، کاربردهاي و موازي
همچنین، است. موازي عملیات اجراي فهرست بندي و تفکیک روش هاي با آشنایی و موازي، ارتباطات و محاسبات پیچیدگی
آشنا (GPU) گرافیکی پردازشگرهاي و پیام، تبادل و مشترك حافظه سیستم هاي گرید، و ابري محاسبات با دانشجویان
حل گسترده صورت به را نوشتن و خواندن و حسابی عملیات اجراي همزمان سازي مشکلات چگونه می گیرند یاد و می شوند
صنعتی و علمی مختلف زمینه هاي در بتوانند تا می کنند کسب کاربردي تجربه دانشجویان عملی، پروژه هاي طریق از کنند.

کنند. فعالیت مؤثر صورت به دارند، کارآمد و سریع پردازش به نیاز که

سرفصل ها
ارتباطی و محاسباتی عملیات پیچیدگی مرتبه مدل سازي و موازي محاسبات بر مقدمه اي •

موازي برنامه نویسی قالب هاي •

موازي الگوریتم هاي طراحی •

موازي ارتباطی پایه عملیات •

موازي برنامه هاي تحلیلی مدل سازي •

مشترك حافظه روش با برنامه نویسی •

پیام تبادل ساختارهاي در برنامه نویسی •

گسترده نوشتن هاي و خواندن و محاسبات اجراي همزمان سازي مسائل حل روش هاي انواع بررسی •

(GPU) گرافیکی پردازنده سیستم هاي برنامه نویسی •

خدمت ارائه مبناي بر محاسبات و مجازي سازي ابري: محاسبات سیستم هاي معرفی •

سریع فوریه تبدیل و تصاویر پردازش موازي، ماتریسی محاسبات برخی معروف: عددي الگوریتم هاي •

دینامیک برنامه نویسی و جستجو گراف ها، عملیات مرتب سازي، نمونه: غیرعددي الگوریتم هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] A. Grama, A. Gupta, G. Karypis, and V. Kumar. Introduction to Parallel Computing. 2nd Edition, Addison

Wesley, 2003.

[2] B. Parhami. Introduction to Parallel Processing; Algorithms and Architectures. Kluwer Academic
Publishers, 2003.

[3] T. Rauber and G. Runger. Parallel programming for Multicore and Cluster System. Springer, 2010.

[4] D. B. Kirk and W. W. Hwu. programming Massively parallel Processors: Hands-on Approach. Amsterdam:
Elsevier (Morgan Kaufmann Publishers, an imprint of Elsevier), 2010.

[5] I. Foster, C. Kesselman. The Grid 2: Blueprint for a New Computing Infrastructure. 2nd Edition, Morgan
Kaufmann, 2003.

[6] Online documents a Grid, Cloud Computing, and GPUs.

[7] Proceedings of rated conferences and ACWI/IEEE journals.
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سخت افزار درستی سنجی فارسی: به درس عنوان
واحد و درس نوع Hardware Verification انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
پایه بر تصدیق روش هاي (زبان)، سخت افزار تصدیق زبان هاي سخت افزار، صحت تصدیق روش هاي و مبانی درس این

می باشد. سخت افزار صحت تصدیق صوري روش هاي و شبیه سازي

سرفصل ها
سخت افزار تصدیق مختلف تکنیک هاي بر مرور سخت افزار، تصدیق و طراحی روند آشنایی مقدمات: •

.Predictive logic با مدل سازي ،BDD و سیستم مدل سازي سخت افزار: توصیف •

صوري. روش هاي شبیه سازي، برپایه روش هاي سخت افزار: تصدیق روش هاي •

.testbench ایجاد شبیه سازي، مختلف روش هاي شبیه سازي: با سخت افزار تصدیق •

زمانی، منطق و ویژگی ها توصیف ،(Equivalence checking) شباهت بررسی سخت افزار: صوري تصدیق •

قضیه اثبات با تصدیق و (Model checking) مدل بررسی •

(Formal Check ،PVS ،HOL ،SMV ،VIS) صوري تصدیق سیستم هاي صوري: تصدیق ابزارهاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] W. K. Lam. Hardware Design Verification: Simulation and Formal Method-Based Approaches. Prentice

Hall, 2010.

[2] J. Bergeron. Writing Testhenches: Functional Verification of HDL Models. Springer, 2008.

[3] C. Baier and J. P. Katoen. Principles of Model Checking. MIT Press, 2008..

[4] M. Huth and M. Ryan. Logic in Computer Science Modeling and Reasoning About Systems. Cambridge
publisher, 2009.
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پیشرفته کامپیوتري شبکه هاي فارسی: به درس عنوان
واحد و درس نوع Advanced Computer Networks انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
این گرفتن قرار هم کنار ساختار همچنین و امروزي اینترنت شبکه ي فناوري هاي با دانشجویان آشنایی درس، این از هدف
در کلیدي عملیات عنوان به مسیریابی بر تاکید با اینترنت ساختار و فناوري ها این چگونگی و چرایی فهم است. فناوري ها

می شود. ارائه درس این در NFV و SDN مانند شبکه در نوین رویکردهاي معرفی همچنین و اینترنت،

سرفصل ها
اینترنت در ازدحام کنترل •

BGP و OSPF بر تاکید با کامپیوتري شبکه هاي در مسیریابی •

اینترنت در مراتب سلسله و معماري •

AS ها بین ارتباط در BGP پروتکل نقش و خدمات دهندگان مختلف سطوح و ISP ها ساختار •

کامپیوتري شبکه هاي در سرویس کیفیت •

نزدیکی در محتوا ذخیره سازي براي نهان حافظه از استفاده و ترافیک توزیع مکانیسم محتوا، توزیع شبکه هاي •

مصرف کنندگان
MPLS بر مبتنی شبکه هاي •

MPLS و BGP-TE و OSPF-TE بر تاکید با ترافیک مهندسی •

(SDN) نرم افزار با تعریف شده شبکه هاي •

(Service Chaining) خدمت زنجیره سازي ،OpenFlow پروتکل •

(NFV) شبکه توابع مجازي سازي و شبکه توابع ،(Overlay) پوشان شبکه هاي •

داده مراکز شبکه هاي و معماري ها •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پژوهشی: سمینار و تکالیف •

نمره درصد 70 پایان ترم: و میان ترم آزمون هاي •
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پیشنهادي علمی منابع
[1] D. Medhi and K. Ramasamy. Network Routing: Algorithms, Protocols, and Architectures. 2nd Edition.

Morgan Kaufmann. 2017.

[2] L. L. Peterson and B. S. Davie. Computer Networks: A Systems Approach. 6th Edition, Morgan Kaufmann.
2021.

[3] L. L. Peterson, C. Cascone, B. O’Connor, T. Vachuska, and B. Davie. Software Defined Networks: A
Systems Approach. Morgan Kaufmann. 2021.
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کامپیوتري سیستم هاي کارایی ارزیابی فارسی: به درس عنوان

واحد و درس نوع Performance Evaluation of Computer

Systems
انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
براي ابزارهایی عنوان به شبیه سازي و صف نظریه اتفاقی، فرایندهاي احتمال، آمار، مفاهیم از استفاده درس این هدف
امکان دانشجویان به فوق ابزارهاي با آشنایی داشتن می باشد. مخابراتی و کامپیوتري سیستم هاي کمی مطالعه و مدل سازي

دهند. انجام شبکه و کامپیوتري سیستم هاي تحلیل و ارزیابی زمینه در ناب پژوهش هاي می دهد

سرفصل ها
آمار و احتمال نظریه و مبانی بر مروري اندازه گیري، روش هاي و کارایی ارزیابی و سیستم ها تحلیل اهمیت •

چرنوف چبیشف، مارکوف، شامل نامساوي ها ،Z و لاپلاس جمله از تبدیل ها بر مروري •

بزرگ اعداد قانون تصادفی، متغیرهاي دنباله همگرایی و تصادفی متغیرهاي دنباله حدي، قانون هاي •

Renewal تجدید فرایندهاي و اتفاقی فرایندهاي •

مارکف فرایند و مارکف زنجیر ناهمگن، و همگن پواسن فرایند •

لیتل قانون با آشنایی و آن مدل هاي و صف نظریه •

M/M/m/m اتلاف با سیستم هاي نظیر آن گونه هاي و M/M/1 صف سیستم •

Phase type ،Coxian ارلانگ، سرور مدل هاي •

vacation تعطیلات و priority تقدم با صف هاي و M/G/1 صف سیستم •

سیستم و صف در انتظار زمان و مشتري تعداد توزیع توابع و Busy Period مشغولیت دوره •

BCMP و جکسون نظیر بسته و باز حاصلضرب شکل به صف شبکه هاي •

خروجی تحلیل و درستی سنجی و راستی آزمایی شبیه سازي، روش هاي و اصول •

(پیشنهادي) ارزشیابی روش
نمره درصد 70 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 30 نیم سال: پایان آزمون •
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پیشنهادي علمی منابع
[1] D.P. Bertsekas and J. N. Tsitsiklis. Introduction to Probability. 2nd Edition, Athena Scientific, 2008.

[2] S.M. Ross. A First Course in Probability. 10th Edition, Pearson, 2019.

[3] K.S. Trivedi. Probability and Statistics with Reliability, Queuing, and Computer Science Applications. 3rd
Edition, John Wiley and Sons, New York, 2016.

[4] M. Harchol-Balter. Performance Modeling and Design of Computer Systems: Queueing Theory in Action.
Cambridge University Press, 2013.

[5] J. F. Shortle, J. M. Thompson, and D. Gross. Fundamentals of Queueing Theory. 5th Edition, Wiley, 2018

[6] K. Kant. Introduction to Computer System Performance Evaluation. McGraw-Hill, 1992.
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تراشه روي شبکه  هاي فارسی: به درس عنوان
واحد و درس نوع Network On-Chip انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
ارتباطی شبکه هاي با مرتبط تضادهاي و طراحی روش هاي معماري، تحلیل و بررسی تراشه، روي شبکه هاي درس اصلی هدف
ارتباطات ،VLSI مانند مختلف درس هاي و رشته ها بین فواصل در شده داده آموزش مفاهیم کردن پل با راستا، این در است.
ارزیابی و طراحی توانایی به را دانشجویان کامپیوتري، شبکه هاي و توزیع شده سیستم هاي کامپیوتر، معماري دیجیتال،
داده مراکز و رك، تراشه، مانند مختلف سطوح در کم انرژي مصرف و بالا عملکرد با سیستم هایی براي تراشه روي شبکه هاي
رابط هاي و جریان کنترل و راه گزینی مسیریابی، هم بندي، جمله از شبکه ها این مختلف ابعاد پوشش طریق از می کند. مجهز
بتوانند تا می شوند آشنا لازم مهارت هاي از استفاده با تراشه روي شبکه یک ارزیابی و طراحی فرایند با دانشجویان شبکه،

کنند. برآورده را نظر مورد انرژي اي و مساحتی عملکردي، نیازهاي

سرفصل ها
ورودي/خروجی. واحدهاي و حافظه، پردازنده، مانند آن ها اجزاي و تراشه ها معماري و مفاهیم بررسی •

داخلی. ارتباطات ایجاد نحوه و اجزا بین ارتباطی نیازهاي بررسی •

تراشه. روي شبکه هاي مختلف هم بندي هاي و ساختار بررسی •

مختلف. شرایط در مختلف شبکه هاي عملکرد مقایسه و تحلیل •

می شوند. استفاده تراشه ها داخلی ارتباطات براي که ارتباطی استانداردهاي و پروتکل ها بررسی •

مختلف. محیط هاي در پروتکل ها این کارایی و عملکرد مطالعه •

تراشه ها. و تراشه روي شبکه هاي در توان مدیریت مختلف روش هاي بررسی •

تراشه. داخلی ارتباطات در توان مصرف بهینه سازي روش هاي بررسی •

تراشه. روي شبکه هاي در تراشه ها، داخلی ارتباطات با مرتبط اعتمادپذیري افزایش و امنیتی مسائل بررسی •

تراشه ها. داخلی ارتباطات و تراشه روي شبکه هاي اعتبارسنجی و تست روش هاي بررسی •

تراشه. داخلی ارتباطات کارایی و صحت از اطمینان روش هاي مطالعه •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] N. E. Jerger, T. Krishna and L. S. Peh. On-Chip Networks. 2nd Edition, Morgan Claypool Publishers, 2017.

[2] W. J. Dally and B. Towles. Principles and Practices of Interconnection Networks. Morgan Kauffman
Publishers, 2004.

[3] J. Duato, S. Yalamanchili, and L. Ni. Interconnection Networks: An Engineering Approach. Morgan
Kauffman Publishers, 2002.
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توزیع شده سیستم هاي فارسی: به درس عنوان
واحد و درس نوع Distributed Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مسائل حل و درستی تحلیل و مدل سازي روش هاي توزیع شده، محاسباتی محیط هاي با دانشجویان آشنایی درس این هدف
نحوه همچنین و توزیع شده، سیستم هاي با مرتبط پروتکل هاي و الگوریتم ها شناخت مختلف، شرایط در محیط ها این انواع در

است. توزیع شده نرم افزارهاي توسعه و طراحی

سرفصل ها
توزیع شده سیستم هاي در پایه مفاهیم و تعاریف •

منظوره خاص و منظوره عام توزیع شده سیستم هاي •

توزیع شده سیستم هاي در ارتباطات و الگوریتم ها مدل سازي روش هاي •

همگام سازي پروتکل هاي و زمان •

توزیع شده هش جداول و نام گذاري پروتکل هاي •

شایعه پراکنی و چندپخشی پروتکل هاي •

اجماع و انتخاب پروتکل هاي •

آن ها با مواجهه و خرابی انواع •

ایمنی و امنیت ملاحظات •

توزیع شده نرم افزارهاي تحلیل و طراحی •

نوین کاربردهاي در توزیع شده نرم افزارهاي توسعه ملاحظات •

(پیشنهادي) ارزشیابی روش
نمره درصد 40 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 40 نیم سال: پایان آزمون •

نمره درصد 20 پروژه: •
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پیشنهادي علمی منابع
[1] A. D. Kshemkalyani and M. Singhal. Distributed Computing: Principles, Algorithms, and Systems.

Cambridge University Press, 2011.

[2] S. Ghosh. Distributed Systems: An Algorithmic Approach. 2nd Edition, CRC Press, 2015.

[3] M. van Steen and A. S. Tanenbaum. Distributed Systems. distributed-systems.net, 2023.

[4] A. S. Tanenbaum and M. van Steen. Distributed systems: principles and paradigms. 2nd Edition, CreateS-
pace Independent Publishing Platform. 2016
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ابري رایانش فارسی: به درس عنوان
واحد و درس نوع Cloud Computing انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مکانیزم ها و روال ها سایر و ابري امنیت ابري، زیرساخت هاي ابري، رایانش مزایاي جمله از مفاهیمی با دانشجو درس این در
پایان در می شود. پرداخته ابر با مرتبط نوظهور روندهاي و فناوري ها به درس این در همچنین می شود. آشنا ابري رایانش در

شد. خواهند معرفی نیز محبوب ابري بسترهاي هاي خدمات و تجاري ابرهاي

سرفصل ها
ابري ارائه دهندگان سرویس هاي و ترکیبی) - خصوصی - عمومی (ابر ابري رایانش عمومی مفاهیم •

ابري داده مراکز طراحی اساسی مفاهیم •

گنجانه ها و مجازي ماشین هاي بر تاکید با سازي مجازي روش هاي •

ریزسرویس ها بر مروري •

(..،IPFS ،HDFS ،GFS) توزیعی فایل سیستم هاي •

(Spark ،Map-Reduce) کلان داده پردازش •

خوشه اي رایانش مفاهیم •

(..،Yarn ،Mesos) خوشه و ابر رایانش در زمان بندي •

(Omega ،Borg) خوشه مدیریت •

سرور بدون رایانش •

ماشین یادگیري و گراف پردازش هاي و خصوصی حریم امنیت، •

ابري داده مراکز در انرژي مصرف بهینه سازي •

(پیشنهادي) ارزشیابی روش
نمره درصد 70 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 30 نیم سال: پایان آزمون •
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پیشنهادي علمی منابع
[1] L. Wang, R. Ranjan, J. Chen, and B. Benatallah. Cloud Computing: Methodology, Systems, and Applica-

tions. CRC Press, 2017.

[2] N.Poulton. The Kubernetes Book. kindle Edition, 2024.

[3] N. K. Sehgal, P. C. P. Bhatt, and J. M. Acken. Cloud Computing with Security and Scalability. Concepts
and Practices. 3rd Edition, Springer, 2023.

[4] R. Buyya, C. Vecchiola, S. Selvi. Mastering cloud computing: foundations and applications programming.
Newnes, 2013.

[5] S. Murugesan and I. Bojanova. Encyclopedia of cloud computing. John Wiley and Sons, 2016.
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سخت افزاري شتابدهنده هاي طراحی فارسی: به درس عنوان
واحد و درس نوع Hardware Accelerators Design انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
سیستم هاي در استنتاج و آموزش براي شتاب دهنده ها طراحی براي استفاده مورد معماري تکنیک هاي ارائه درس این از هدف
همچنین و پشتیبان بردار ماشین هاي و خطی رگرسیون مانند ML کلاسیک الگوریتم هاي دوره این است. ماشین یادگیري
هم درس این در می دهد. پوشش را بازگشتی عصبی شبکه هاي و کانولوشنال عصبی شبکه هاي مانند DNN مدل هاي
و پراکندگی دقت، دسته اي، اندازه مانند پارامترهایی تاثیر و می شود گرفته نظر در مدل ها این براي را استنتاج هم و آموزش
آموزش و استنتاج براي دهنده ها شتاب طراحی همچنین گرفت. خواهد قرار بحث مورد مدل ها این دقت بر را فشرده سازي
و بودن محلی موازي سازي، از استفاده براي سخت افزار پیاده سازي تکنیک هاي با دانشجویان می شود. داده پوشش را ML مدل
شتاب دهنده هاي طراحی براي می شوند. آشنا ML در استفاده مورد هسته اي محاسباتی هسته هاي پیاده سازي براي کم دقت
توسعه سخت افزار اجراي تکنیک هاي و ML مدل پارامترهاي بین معاوضه ایجاد براي را شهودي دانشجویان انرژي، کارآمد

می دهند.

سرفصل ها
شتاب دهنده، خطی جبر و خطی جبر مبانی مور، و دنارد از پس دوران در سخت افزاري شتاب دهنده هاي نقش معرفی، •

داده) مراکز براي مناسب GPU (معرفی NVIDIA TESLA V100 مدل GPU معماري معرفی ،BLAST عملیات •

CGRAs ،MIMD و سیستولیک آرایه هاي بیستم: قرن تکنیک هاي شتاب دهنده، خطی جبر و خطی جبر مبانی •

RDA

مکانی تکنیک هاي با مصرفی انرژي و عملکرد تحلیل بالا: ابعاد با ماتریسی ضرب در مکانی تکنیک هاي بر مقدمه اي •

Roofline مدل حافظه، مراتب سلسله مکانی، ابعاد از استفاده روش هاي موازي سازي، انرژي، بهره وري عملکرد، ارزیابی •

سریع آموزش در استنتاج کانولوشنی، عصبی شبکه هاي و پرسپترون لایه چند عصبی شبکه هاي در استنتاج •

حافظه در صفر سربار و بالا بازدهی با کانولوشن مستقیم پیاده سازي عمیق، یادگیري کرنل سریع پیاده سازي •

آموزش منظم سازي و تعمیم سخت افزاري، شتاب دهنده هاي تکامل گرادیان، دره هاي روش بهینه سازي •

IO از اطلاع با کارآمد و دقیق توجه ماژول ،Flash توجه ماژول ،NVIDIA در ترانسفورمر ها و بزرگ زبانی مدل هاي •

توزیع شده آموزش توزیع شده، سیستم هاي داده، بر مبتنی لوله خط روش هاي •

TPU4 مراتبی سلسله تراز هم طراحی ناهمزمان، آموزش و کم دقت پراکندگی، آموزش •

CNN و MLP استنتاج عصبی: شبکه هاي ،ML مدل آموزش و استنتاج براي شتاب دهنده طراحی •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •
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نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] C. Kachris, B. Falsafi, and D. Soudris (eds). Hardware Accelerators in Data Centers. Springer International

Publishing, 2019.

[2] I. Skliarova and V. Sklyarov. FPGA-BASED hardware accelerators. Springer International Publishing,
2019.

[3] A. Mishra, J. Cha, H. Park, and S. Kim (eds). Artificial Intelligence and Hardware Accelerators. Springer
International Publishing, 2023.



محاسبات و الگوریتم ها گرایش
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پیشرفته الگوریتم هاي فارسی: به درس عنوان
واحد و درس نوع Advanced Algorithms انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
«طراحی کارشناسی درس از بخش هایی تکمیل و الگوریتم ها نظریه ي در پایه اي و مهم موضوعات ارائه درس، این اصلی هدف

است. نیاز مورد تکمیلی تحصیلات مقطع در بعدي نظري دروس گرفتن براي که است الگوریتم ها»

سرفصل ها
پیچیدگی رده هاي •

پویا) و کامل (سراسري، درهم سازي •

پیشرفته شار شبکه هاي •

خطی برنامه ریزي •

پیشرفته داده ساختارهاي •

تقریبی الگوریتم هاي با آشنایی •

برخط الگوریتم هاي •

محاسباتی هندسه بر مقدمه اي •

موازي الگوریتم هاي با آشنایی •

چندریسه اي الگوریتم هاي •

(پیشنهادي) ارزشیابی روش
نمره) درصد 30) نظري تمرین 7 یا 6 تمرین: •

نمره) درصد 25) پایان ترم و نمره)، درصد 25) میان ترم آزمون هاي آزمون: •

نمره) درصد 20) ارائه و خلاصه تهیه پژوهشی، مقاله یک فهم پروژه: •

پیشنهادي علمی منابع
[1] T. Cormen, C. Leiserson, R. Rivest, and C. Stein. Introduction to Algorithms. 4th Edition, MIT Press, 2022.

[2] J. Kleinberg and E. Tardos. Algorithm Design. Addison-Wesley, 2005.

[3] D. Williamson and D. Shmoys. TheDesign of Approximation Algorithms. Cambridge University Press, 2011.

[4] F.T. Leighton. Introduction to Parallel Algorithms and Architectures: Arrays, Trees, Hypercubes. Morgan
Kaufmann. 1992.
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تقریبی الگوریتم هاي فارسی: به درس عنوان
واحد و درس نوع Approximation Algorithms انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
جواب هاي آوردن دست به بنابراین و هستند ان پی-سخت مهندسی و کامپیوتر علوم ریاضیات، در بهینه سازي مسائل از بسیاري
دست یابی امکان تقریبی الگوریتم هاي نیست. امکان پذیر P ≠ NP فرض با چندجمله اي زمان در مسائل از دسته این براي بهینه
این از هدف می آورند. فراهم مسائل از دسته این براي را اثبات قابل تقریب ضریب با بهینه جواب به نزدیک جواب هایی به
بهینه سازي در بنیادي مسائل محور حول تقریبی الگوریتم هاي طراحی براي متداول روش هاي و مفاهیم با آشنایی درس،

است. مسائل این از برخی براي تقریب سختی اثبات روش هاي با آشنایی نیز و ترکیبیاتی،

سرفصل ها
بهینه سازي مسائل نمونه •

ترکیبیاتی روش هاي •

حریصانه الگوریتم هاي •

محلی جستجوي •

(PTAS) چندجمله اي زمان با تقریبی طرح هاي •

گردشده مقادیر روي پویا برنامه ریزي •

خطی برنامه ریزي قطعی کردن گرد •

خطی برنامه ریزي تصادفی کردن گرد •

اولیه-دوگان روش •

نیمه معین برنامه ریزي •

تقریب سختی اثبات روش هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 25 نظري): تمرین سه تا (دو تمرین ها •

نمره درصد 55 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] D. Williamson and D. Shmoys. TheDesign of Approximation Algorithms. Cambridge University Press, 2011.

[2] V. Vazirani. Approximation Algorithms. Springer-Verlag, 2001.

[3] B. Gartner and J. Matousek. Approximation Algorithms and Semidefinite Programming. Springer, 2012.

[4] J. Hromkovic. Algorithmics for Hard Problems: Introduction to Combinatorial Optimization, Randomiza-
tion, Approximation, and Heuristics. 2nd Edition, Springer, 2010.
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تصادفی الگوریتم هاي فارسی: به درس عنوان
واحد و درس نوع Randomized Algorithms انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
با دانشجویان درس این در آن هاست. تحلیل روش هاي و تصادفی الگوریتم هاي با دانشجویان آشنایی درس، این از هدف
همچنین و جبري روش هاي تصادفی، قدم زنی کارلو، مونت روش آنتروپی، جمله از تصادفی الگوریتم هاي با مرتبط مهم مفاهیم

می شوند. آشنا احتمالاتی روش با اثبات

سرفصل ها
تصادفی متغیرهاي و احتمالات •

پایه اي تصادفی الگوریتم هاي •

آن کاربردهاي و تصادفی جایگشت •

تصادفی الگوریتم هاي پایین کران •

احتمالاتی روش با اثبات •

تصادفی داده ساختارهاي •

تصادفی قدم زدن •

مونت کارلو روش •

جبري روش هاي •

گراف الگوریتم هاي •

آنتروپی •

(پیشنهادي) ارزشیابی روش
نمره) درصد 70) پایان ترم و میان ترم آزمون هاي آزمون: •

نمره) درصد 15) پژوهشی گزارش و ارائه پروژه: •

نمره) درصد 15) نظري تمرین سه تمرین: •

پیشنهادي علمی منابع
[1] R. Motwani and P. Raghavan. Randomized Algorithms. Cambridge University Press, 1995.

[2] J. Matoušek and J. Vondrák. The Probabilistic Method. Lecture Notes, Department of Applied Mathematics,
Charles University, Prague, 2001.

[3] M. Mitzenmacher and E. Upfal. Probability and Computing: Randomized Algorithms and Probabilistic
Analysis. Cambridge University Press, 2005.
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پیچیدگی نظریه فارسی: به درس عنوان
واحد و درس نوع Complexity Theory انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
با آشنایی محاسبه، نظریه اصلی دستاوردهاي بر مروري محاسبه، پیچیدگی براي پایه مدل هاي ارائه درس این از هدف
نظریه این به کارگیري بر مروري همچنین و اصلی فضایی و زمانی پیچیدگی کلاس هاي شناخت حوزه، این اساسی قضایاي
رمزنگاري روش هاي و کوانتومی محاسبات تصادفی، محاسبات موازي، محاسبات مانند محاسبات نظریه جدیدتر شاخه هاي در

است.

سرفصل ها
تورینگ ماشین هاي نظریه بر مروري •

شمارا بازگشتی به طور و بازگشتی زبان هاي •

تصمیم ناپذیر مسائل بر مروري •

مرتبه اول منطق و گزاره ها منطق بر مروري •

فضایی و زمانی پیچیدگی کلاس هاي تعریف •

NP-Complete مسائل و کوك-لوین قضیه و کاهش تعریف •

آن ها مهم مسائل و PSPACE-Complete و coNP رده هاي •

تصادفی الگوریتم هاي پیچیدگی رده هاي •

P کلاس درونی ساختار موازي، الگوریتم هاي •

تقریب ناپذیري کران هاي و تقریبی الگوریتم هاي پیچیدگی رده هاي •

تعاملی اثبات رمزنگاري، و پیچیدگی نظریه هاي ارتباط •

کوانتومی محاسبات پیچیدگی نظریه •

(پیشنهادي) ارزشیابی روش
نمره) درصد 40) پایان ترم و نمره) درصد 25) میان ترم آزمون هاي آزمون: •

نمره) درصد 20) شده معرفی متون اساس بر تمرین سري چند تمرین: •

نمره) درصد 15) باشد. به روز مقاله چند مطالعه مستلزم که مرتبط موضوعات در مقاله اي ارائه پژوهشی: گزارش •
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پیشنهادي علمی منابع
[1] C.H. Papadimitriou. Computational Complexity. Addison-Wesley, 1994.

[2] S. Arora and B. Barak. Computational Complexity: AModern Approach. Cambridge University Press, 2009.

[3] D.Z. Du and K.I. Ko. Theory of Computational Complexity. Wiley, 2000.

[4] I. Wegener. Complexity Theory: Exploring the Limits of Efficient Algorithms. Springer, 2005.
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محاسباتی هندسه فارسی: به درس عنوان
واحد و درس نوع Computational Geometry انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
ارائه موضوعات است. هندسی مسائل حل براي کارا الگوریتم هاي و داده ساختارها با دانشجویان آشنایی درس، این از هدف
داده اي، پایگاه هاي روباتیک، ماشین، بینایی کامپیوتري، گرافیک جمله از کامپیوتر علوم حوزه هاي سایر در درس این در شده

می گیرند. قرار استفاده مورد جغرافیایی اطلاعات سیستم هاي و داده ها مصورسازي مجتمع، مدارهاي طراحی بهینه سازي،

سرفصل ها
هندسی پایه اي مسائل •

محدب پوسته ي •

هندسی دوگان •

سه بعدي فضاي در محدب پوسته ي •

خطوط تقاطع •

خطوط چینش •

ورونوي نمودار •

دلونی مثلث بندي •

خطی برنامه ریزي •

نقاط مکان یابی •

چندضلعی مثلث بندي •

بازه اي جست وجوي •

(پیشنهادي) ارزشیابی روش
نمره درصد 25 نظري): تمرین سه تا (دو تمرین ها •

نمره درصد 55 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] M. de Berg, O. Cheong, M. van Kreveld, and M. Overmars. Computational Geometry: Algorithms and

Applications. 3rd Edition, Springer-Verlag, 2008.

[2] J. O’Rourke. Computational Geometry in C. 2nd Edition, Cambridge University Press, 1998.
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پیشرفته محاسبات نظریه فارسی: به درس عنوان
واحد و درس نوع Advancced Theory of Computation انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
است. آن ها از حاصل نتایج و محاسبه پذیري و محاسبه مفهوم تعریف در موجود ریاضی مدل هاي انواع ارائه درس این از هدف
سرفصل هاي از مجموعه اي زیر)، سرفصل هاي از 2 و 1 (موارد پیچیدگی نظریه و محاسبات نظریه اصول بر مروري از پس

می شوند. تدریس و انتخاب کلاس سطح اقتضاي به بعد به 3 سرفصل هاي میان از منتخب

سرفصل ها
محاسبات نظریه اصول بر مروري •

پیچیدگی نظریه اصول بر مروري •

پیشگو و تناوبی تورینگ ماشین هاي •

محاسبات نظریه و (arithmetic) حساب •

منطق و محاسبه پذیري در (Self-Reference) خودارجاعی •

نامتناهی درخت هاي و رشته ها بر متناهی اتوماتاي نظریه بر مقدمه اي •

(Fair Systems) منصف محاسباتی سیستم هاي •

(Kleene) کلینی سیستم هاي •

مارتین-لاف و چرچ (Type Theory) انواع نظریه •

برنامه سازي زبان هاي نظریه در انواع سیستم هاي تحلیل و توصیف •

(پیشنهادي) ارزشیابی روش
نمره) کل 20%) پژوهش محور و مسئله مدار تمرین سري شش تمرین: •

نمره) کل 20%) سمینار و پژوهشی گزارش شامل پژوهشی: پروژه •

نمره) کل 60%) پایان ترم و میان ترم آزمون هاي آزمون: •

پیشنهادي علمی منابع
[1] D. Kozen. Theory of Computation. Springer, 2006.

[2] C. H. Papadimitriou. Computational Complexity. Addison-Wesley, 1994.

[3] J. Shallit. A Second Course in Formal Languages and Automata Theory. Cambridge University Press, 2008.

[4] S. Homer and A. L. Selman. Computability and Complexity Theory. 2nd Edition, Springer, 2011.

[5] I. Wegener. Complexity Theory: Exploring the Limits of Efficient Algorithms. Springer, 2005.
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موازي الگوریتم هاي فارسی: به درس عنوان
واحد و درس نوع Parallel Algorithms انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
است بزرگ یا کوچک پردازنده ي چندین به کمک «تپنده» مدارهاي طراحی یا محاسبات انجام موازي پردازش از اصلی هدف
تحلیل و طراحی و موازي پردازش نظري مباحث با درس، این در دانشجویان کرد. کسب را بالایی تسریع و کارایی بتوان تا
موازي برنامه نویسی با نیز و می شوند آشنا «پی رم» انتزاعی مدل نیز و مختلف، موازي معماري هاي روي بر موازي الگوریتم هاي

می دهند. انجام عملی کار و می شوند آشنا چندریسه اي محاسبات و نگاشت-کاهش مدل گرافیکی، پردازنده هاي بر مبتنی

سرفصل ها
موازي الگوریتم هاي با آشنایی •

مقدماتی مسائل براي موازي الگوریتم هاي •

پایه اي الگوریتم هاي و (PRAM) پی رَم مدل •

مدار سطح در موازي الگوریتم هاي •

مرتب سازي شبکه هاي •

توري بر مبتنی موازي الگوریتم هاي •

گراف الگوریتم هاي •

مکعب) فوق (خانواده ي کم قطر با معماري هاي •

GPU بر مبتنی نگاشت-کاهش مدل •

چندریسه اي برنامه سازي •

(پیشنهادي) ارزشیابی روش
نمره) درصد 30) پایان ترم و نمره)، درصد 30 تا 25) میان ترم آزمون هاي آزمون: •

نمره) درصد 15) GPU/CUDA از استفاده با عملی تمرین 2 نمره)؛ درصد 20 تا 15) نظري تمرین 6 یا 5 تمرین: •

نمره). درصد 15) ارائه و مقاله یک مطالعه پژوهش: •
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پیشنهادي علمی منابع
[1] F.T. Leighton. Introduction to Parallel Algorithms and Architectures: Arrays, Trees, Hypercubes. Morgan

Kaufmann, 1992.

[2] B. Parhami. Introduction to Parallel Processing: Algorithms and Architectures. Plenum Press, 2000.

[3] D.B. Kirk and W.W. Hwu. Programming Massively Parallel Processors: A Hands-on Approach. 2nd
Edition, Morgan Kaufmann, 2012. (supplementary text for multicore programming in CUDA.)

[4] T. Cormen, C. Leiserson, R. Rivest, and C. Stein (CLRS). Introduction to Algorithms. 4th Edition, MIT
Press, 2022.
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توزیع شده سیستم هاي نظریه فارسی: به درس عنوان
واحد و درس نوع Theory of Distributed Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
تحلیل و طراحی توصیف، ویژه به توزیع شدگی اساسی مفاهیم و نظري اصول با دانشجویان آشنایی درس این ارائه از هدف
نا همگام یا همگام مدل هاي شامل توزیع شده، سیستم هاي مختلف مدل هاي در مطرح مسائل حل براي نیاز مورد الگوریتم هاي

است. پیغام تبادل بر مبتنی یا مشترك حافظه بر مبتنی ارتباطی مدل هاي و

سرفصل ها
آن مختلف مدل هاي و نظري جنبه هاي معرفی و مختلف دیدگاه هاي از توزیع شده سیستم هاي معرفی •

مدل ویژگی هاي اثبات روش هاي همگام، شبکه هاي مدل سازي •

درستی اثبات روش هاي و ناهمگام شبکه هاي مدل سازي •

پیام تبادل و مشترك حافظه بر مبتنی ناهمگام شبکه هاي مدل سازي •

(Consensus) اجماع و رهبر انتخاب الگوریتم هاي •

گراف بر مبتنی پایه توزیع شده الگوریتم هاي •

مشترك حافظه بر مبتنی ناهمگام شبکه هاي در متقابل انحصار •

پیام تبادل بر مبتنی ناهمگام شبکه هاي در متقابل انحصار •

(Atomic Snapshots) اتمی لحظه اي تصویر هاي و اتمی اشیاء •

انتخاباتی الگوریتم هاي ناسازگاري، دو به دو توزیع شده، سیستم هاي در همگام سازي •

(Timing) زمان بندي بر مبتنی توزیع شده سیستم هاي •

مه و ابري محاسبات سیستم هاي مانند توزیع شده سیستم هاي نظریه زمینه در روز پژوهشی موضوعات برخی معرفی •

توزیع شده. ذخیره سازي سامانه هاي و داده پایگاه هاي توزیع شده، ماشین یادگیري و مصنوعی هوش لبه، و

(پیشنهادي) ارزشیابی روش
نمره) درصد 40) پایان ترم و نمره) درصد 25) میان ترم آزمون هاي آزمون: •

نمره) درصد 15) شده معرفی متون اساس بر تمرین سري چند تمرین: •

نمره) درصد 20) باشد به روز مقاله چند مطالعه مستلزم که مرتبط موضوعات در مقاله اي ارائه پژوهشی: گزارش •
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پیشنهادي علمی منابع
[1] N. Lynch. Distributed Algorithms. Morgan Kaufmann, 1996.

[2] W. Fokkink. Distributed Algorithms: An Intuitive Approach. 2nd Edition, MIT Press, 2018.

[3] H. Attiya and J. Welch. Distributed Computing: Fundamentals, Simulations, and Advanced Topics. 2nd
Edition, Wiley, 2004.

[4] G. Tel. Introduction to Distributed Algorithms. 2nd Edition, Cambridge University Press, 2000.
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بازي ها الگوریتمی نظریه فارسی: به درس عنوان
واحد و درس نوع Algorithmic Game Theory انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
اجتماعی علوم و کسب وکار اقتصادي، حوزه هاي آن ها مهم ترین که دارد حوزه ها از بسیاري در وسیعی کاربردهاي بازي ها نظریه
آن ها از کدام هر که داریم سروکار خودخواه و هوشمند عامل هاي شامل سیستم هایی با بازي ها نظریه در کلی به طور است.
قرار ما اختیار در را سیستم ها از این گونه تحلیل ابزار بازي ها نظریه می دهند. تغییر را سیستم وضعیت خویش مصالح به بنا

کنیم. کنترل منطقی و درست شیوه اي به را آن ها بتوانیم تا می کند کمک و می دهد

سرفصل ها
بازي ها انواع اولیه، مفاهیم و مقدمات •

مربوطه مسائل و تعادل نقاط محاسبه •

هاوسون لمکه الگوریتم و بروور قضیه اسپرنر، لم نش، قضیه •

مرتبط پیچیدگی کلاس هاي و تام جستجوي مسائل •

برد شرایط و بازي گراف •

تشخص و بی نهایت بازي هاي •

درختی اتوماتاي •

مارکوف تصمیم گیري فرایند و تصادفی بازي هاي •

الگوریتمی مکانیزم طراحی •

ترکیبیاتی مزایده هاي و مزایده ها انواع •

بازي ها دینامیک •

یادگیري مسائل •

(پیشنهادي) ارزشیابی روش
نمره) درصد 60) آزمون •

نمره) درصد 20) تمرین •

نمره) درصد 20) سمینار •
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پیشنهادي علمی منابع
[1] T. Roughgarden. Twenty Lectures on Algorithmic Game Theory. Cambridge University Press, 2016.

[2] K. R. Apt and E. Grädel. Lectures in game theory for computer scientists. Cambridge University Press, 2011.

[3] Y. Shoham and K. Leyton-Brown. Multiagent systems: Algorithmic, game-theoretic, and logical founda-
tions. Cambridge University Press, 2008.

[4] N. Nisan, T. Roughgarden, E. Tardos, and V. V. Vazirani. Algorithmic game theory. Cambridge University
Press, 2007.
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کوانتومی رایانش فارسی: به درس عنوان
واحد و درس نوع Quantum Computing انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
اصول با آشنایی ضمن دانشجویان درس، این در است. کوانتومی رایانش مبانی با دانشجویان آشنایی درس این از هدف
زمینه این در پایه الگوریتم هاي و کوانتومی سیستم هاي در اطلاعات پردازش و ذخیره سازي نحوه با کوانتومی، مکانیک اولیه
رمزنگاري و کوانتومی اطلاعات نظریه کوانتومی، محاسبات پیچیدگی نظیر مفاهیمی با دانشجویان همچنین می شوند. آشنا

شد. خواهند آشنا کوانتومی

سرفصل ها
اولیه مفاهیم •

خطی جبر بر مروري •

کوانتومی مکانیک اصول •

کوانتومی رایانش اصول •

کوانتومی مدارهاي •

کوانتومی الگوریتم هاي •

کوانتومی محاسبات پیچیدگی •

کوانتومی سیستم هاي دینامیک •

کوانتومی اطلاعات نظریه •

کوانتومی خطاي تصحیح •

کوانتومی رمزنگاري •

(پیشنهادي) ارزشیابی روش
نمره) کل 25%) برنامه سازي تمرین یک و نظري تمرین سه تمرین: •

نمره) کل 20%) سمینار و پژوهشی گزارش شامل پژوهشی: پروژه •

نمره) کل 55%) پایان ترم و میان ترم آزمون هاي آزمون: •
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پیشنهادي علمی منابع
[1] M. Nielsen and I. L. Chuang. Quantum Computation and Quantum Information. Cambridge University

Press, 2010.

[2] E. Rieffel and W. Polak. Quantum Computing: A Gentle Introduction. The MIT Press, 2014.

[3] N. D. Mermin. Quantum Computer Science: An Introduction. Cambridge University Press, 2007.
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حجیم داده هاي الگوریتم هاي فارسی: به درس عنوان
واحد و درس نوع Massive Data Algorithms انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
داده ساختارها طراحی به نیاز سریع، حافظه هاي ظرفیتی و پردازشی محدودیت و ارزشمند داده هاي حجم چشم گیر افزایش با
حجیم داده هاي براي رایج مدل هاي درس، این در می شود. محسوس تر روز به روز حجیم داده هاي براي ویژه الگوریتم هاي و

می شود. ارائه بهینه الگوریتم هاي پایه اي، مسائل برخی براي و مطرح

سرفصل ها
نهان حافظه بر مبتنی الگوریتم هاي •

جستجو داده ساختارهاي •

هندسی داده ساختارهاي •

نهان حافظه از ناآگاه الگوریتم هاي •

کارا ورودي/خروجی با گراف الگوریتم هاي •

مربوطه مسائل و داده جریان مدل •

خلاصه سازي روش هاي •

آن کاربردهاي و هسته مجموعه هاي •

خوشه بندي الگوریتم هاي •

ارتباطات پیچیدگی بر مبتنی پایین کران اثبات •

زیرخطی الگوریتم هاي •

(پیشنهادي) ارزشیابی روش
نمره) 14) پایان ترم و میان ترم آزمون هاي آزمون: •

نمره). 3) پژوهشی گزارش و ارائه •

نمره) 3) نظري تمرین هاي •
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پیشنهادي علمی منابع
[1] L. Arge. External memory geometric data structures. Lecture notes, 2005.

[2] A. Chakrabarti and D. College. Data streams algorithms. Lecture notes, 2011.

[3] A. Czumaj and C. Sohler. Sublinear-time algorithms. Lecture notes, 2010.

[4] E. Demaine. Cache-oblivious algorithms and data structures. Lecture notes, 2002.

[5] U. Meyer, P. Sanders, and J. Sibeyn. Algorithms for memory hierarchies. Lecture notes, 2003.

[6] N. Zeh. I/O efficient graph algorithms. Lecture notes, 2002.
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پیشرفته داده ساختارهاي فارسی: به درس عنوان
واحد و درس نوع Advanced Data Structures انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
درس این در است. آن ها تحلیل و طراحی روش هاي و پیشرفته داده ساختارهاي با دانشجویان آشنایی درس، این از هدف
سادگی و زیبایی، بودن، کاربردي اساس بر همگی که شد خواهند معرفی دانشجویان به کارآیی و متنوع داده ساختارهاي

شده اند. انتخاب

سرفصل ها
هیترها) و تریپ ها (مانند تصادفی درخت هاي •

سابقه حفظ روش هاي و (Persistent) پایا داده ساختارهاي •

پرشی) لیست هاي مکرر، (جست وجوي آن کاربردهاي و کسري آبشار •

بهینه) تقریبا جستجوي (درخت هاي آن کاربردهاي و آنتروپی •

مجزا) مجموعه هاي و فیبوناچی (هرم سرشکن تحلیل •

اریب) هرم هاي و چپ گرا درخت هاي (مانند نامتوازن درخت هاي •

کوئیپ) و تانگو اسپلی، درخت هاي (مانند خودتنظیم گر داده ساختارهاي •

ویلیارد) و ون امبدبوز (درخت هاي صحیح اعداد فضاي در جست وجو •

تراي) و پاتریشیا پسوندي، درخت هاي (مانند رشته ها مخصوص داده ساختارهاي •

بازه عضو کوچک ترین و سطحی نیاي مشترك، نیاي کوچک تري پرس وجوي •

کوکو) درهم سازي و پویا کامل درهم سازي (مانند درهم سازي جدول هاي •

نهان) حافظه به غیرحساس داده ساختارهاي و بلوم فیلتر (مانند تکمیلی مباحث •

(پیشنهادي) ارزشیابی روش
نمره 10 پایانی: و میان ترم آزمون هاي •

نمره 6 نظري: تمرین سه •

نمره 4 پژوهشی: پروژه ي •

پیشنهادي علمی منابع
[1] P. Brass. Advanced Data Structures. Cambridge University Press, 2008.

[2] D. P. Mehta (ed.). Handbook of Data Structures and Applications. 2nd Edition, Chapman & Hall, 2018.
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محاسباتی منطق فارسی: به درس عنوان
واحد و درس نوع Computational Logic انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
از می روند کار به کامپیوتري سیستم هاي ویژگی هاي پیرامون استدلال در که منطقی سیستم هاي ارایه درس این از هدف
استاندارد، اول مرتبه منطق و گزاره اي منطق شامل حداقل منطقی سیستم هاي این است. برهانی نظریه و محاسباتی دیدگاهی
و معناشناسی نحو، که هستند خطی منطق هاي و شهودي منطق زمانی، منطق هاي پایه، موجهات منطق هاي لامبدا، حساب
وارسی روش بر کمتر تاکید (با قضایا خودکار اثبات روش هاي بر تاکید با و محاسباتی دیدگاه از آن ها در استنتاج نظام هاي
موجود نرم افزاري ابزارهاي برخی با عملی) پروژه هاي تعریف (مانند مناسب روشی به دانشجو است لازم می شوند. ارائه مدل)

شود. آشنا Lisp و ML مانند حوزه این مناسب برنامه سازي زبان هاي و اثبات یاریگرهاي و قضایا خودکار اثبات در

سرفصل ها
محاسباتی منطق بر مقدمه اي •

کلاسیک گزاره هاي منطق •

استنتاجی نظام هاي و معناشناسی نحو، نظریه هاي •

خودکار اثبات روش هاي •

شهودي گزاره هاي منطق •

هیلبرتی موضوعی اصل نظام هاي •

گزاره اي موجهات منطق هاي •

گزاره اي زمانی منطق هاي •

زمانی منطق هاي توصیفات براي الگو وارسی مسئله •

کلاسیک اول مرتبه منطق •

برش حذف قضایاي تمامیت، و صحت قضایاي •

قضایا خودکار استنتاج و محاسباتی دیدگاه خطی: منطق •

(پیشنهادي) ارزشیابی روش
نمره) کل 25%) میان ترم آزمون •

نمره) کل 40%) پایان ترم آزمون •

نمره) کل 25%) تمرین سري شش حداقل •

اصلی) نمره از 10%) کلاس در مستمر ارزش یابی •
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پیشنهادي علمی منابع
[1] G. Boolos, J. Burgess, and R. Jeffrey. Computability and Logic. 5th Edition, Cambridge University Press,

2007.

[2] J. Goubault-Larrecq and I. Mackie. Proof Theory and Automated Deduction. Springer, 1997.

[3] J. H. Gallier. Logic for Computer Science: Foundations of Automatic Theorem Proving. Dover Publications,
2015.

[4] M. Kaufmann, P. Manolios, and J. S. Moore. Computer-Aided Reasoning: An Approach. 3rd Edition,
Kluwer Academic Publishers, 2011.

[5] F. Baader and T. Nipkow. Term Rewriting and All That. Cambridge University Press, 1998.



270 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

ترکیبیاتی بهینه سازي فارسی: به درس عنوان
واحد و درس نوع Combinatorial Optimization انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
این خاص الگوریتم هاي و بهینه سازي مسائل بررسی طریق از ترکیبیاتی بهینه سازي با دانشجویان آشنایی درس این هدف

است. صحیح خطی برنامه ریزي و دوگانی اولیه-دوگان، الگوریتم هاي سیمپلکس، الگوریتم هاي جمله از حوزه

سرفصل ها
بهینه سازي مسائل •

محدب توابع و مجموعه ها •

خطی برنامه ریزي هندسه ي •

خطی برنامه ریزي دوگان •

سیمپلکس الگوریتم •

سیمپلکس الگوریتم دوگان •

اولیه-دوگان الگوریتم هاي •

شار شبکه هاي الگوریتم هاي •

مسیر کوتاه ترین و تطابق مسائل •

صحیح خطی برنامه ریزي •

تقریبی الگوریتم هاي در کاربرد •

(پیشنهادي) ارزشیابی روش
نمره 3 نظري: تمرین هاي •

نمره 15 پایانی: و میان ترم آزمون هاي •

نمره 2 پژوهشی: گزارش •

پیشنهادي علمی منابع
[1] C. H. Papadimitriou and K. Steiglitz. Combinatorial Optimization: Algorithms and Complexity. Dover

Publications, 1998.
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پیشرفته محاسباتی هندسه فارسی: به درس عنوان
واحد و درس نوع Advanced Computational Geometry انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
معمول طور به و نزدیک ترند روز پژوهش زمینه هاي به که است محاسباتی هندسه ي از موضوعاتی دربرگیرنده ي درس این
خواهد متمرکز کلی موضوع سه حول درس این مطالب نمی گیرند. قرار بررسی مورد محاسباتی هندسه ي مقدماتی دروس در
محاسباتی هندسه ي با قبلی آشنایی ترکیبیاتی. هندسه ي و هندسی، داده ساختارهاي هندسی، تقریبی الگوریتم هاي بود:

بود. خواهد مفید درس این براي

سرفصل ها
هندسی تقریب •

بالا ابعاد در هندسه •

(Proximity Problems) مجاورت مسائل •

(WSPD) ازهم جدا زوج هاي به افراز •

(Geometric Spanners) هندسی پوشاننده هاي •

هندسی ان پی-سخت مسائل •

داده جریان مدل در هندسی مسائل •

ترکیبیاتی هندسه ي •

(Lower Envelopes) پایینی پوش هاي •

لایه ها و سطوح •

کاربردها و VC بعُد ε-نت ها، •

جنبشی و پویا داده ساختارهاي •

(پیشنهادي) ارزشیابی روش
نمره 10 پایانی: و میان ترم آزمون هاي •

نمره 5 نظري: تمرین سه حدود •

نمره 5 پژوهشی: پروژه ي •
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پیشنهادي علمی منابع
[1] S. Har-Peled. Geometric Approximation Algorithms. American Mathematical Society, 2011.

[2] J. Matousek. Lectures on Discrete Geometry. Springer-Verlag, 2002.

[3] G. Narasimhan and M. Smid. Geometric Spanner Networks. Cambridge University Press, 2007.

[4] J. Goodman and J. O’Rourke (eds.). Handbook of Discrete and Computational Geometry. 3rd Edition, CRC
Press, 2017.
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گراف ها الگوریتمی نظریه فارسی: به درس عنوان
واحد و درس نوع Algorithmic Graph Theory انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
آشنایی ضمن دانشجویان درس این در است. گراف ها نظریه ي در پیشرفته مباحث با دانشجویان آشنایی درس، این از هدف
کارا الگوریتم هاي طراحی روش هاي با وتري، گراف هاي و مسطح گراف هاي تام، گراف هاي نظیر گراف ها از مهمی رده هاي با

می شوند. آشنا گراف ها از دسته این براي

سرفصل ها
اولیه مفاهیم و تعاریف •

بازه اي گراف هاي •

تشخیص الگوریتم هاي و وتري گراف هاي •

مقایسه پذیري گراف هاي •

تام گراف هاي •

درختی عرض و درخت ها •

مسطح گراف هاي •

مسطح گراف هاي روي مسائل •

جداسازها •

مثلث بندي شده گراف هاي •

گراف ها طیفی نظریه •

(پیشنهادي) ارزشیابی روش
نمره درصد 25 نظري: تمرین هاي •

نمره درصد 55 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] M. C. Golumbic. Algorithmic Graph Theory and Perfect Graphs. 2nd Edition, Elsevier, 2004.

[2] G. Chartrand and O. R. Oellermann. Applied and Algorithmic Graph Theory. McGraw-Hill, 1993.

[3] T. Nishizeki and N. Chiba. Planar Graphs: Theory and Algorithms. Dover Publications, 1988.

[4] D. B. West. Introduction to Graph Theory. 2nd Edition, Pearson Education, 2001.
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پیچیده شبکه هاي تحلیل فارسی: به درس عنوان
واحد و درس نوع Complex Networks Analysis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
در می باشد. پیچیده شبکه اي و گرافی داده هاي پردازش و تحلیل تکنیک هاي با دانشجویان نمودن آشنا درس این هدف
مرتبط، مختلف مسائل همچنین می گردند. تحلیل تجربی و نظري صورت به آن ها انواع و پیچیده شبکه هاي درس، این
و جوامع ساختار پیوند ها، تحلیل شکل گیري، فرایند هاي انتشار، بهینه سازي تاثیر، بیشینه سازي تصادفی، مدل هاي قبیل از

می گیرند. قرار بررسی مورد بازنمایی یادگیري و پیوندها پیش بینی خوشه بندي،

سرفصل ها
پیچیده. شبکه هاي تحلیل ساده روش هاي با آشنایی مثال ها، و کاربردها پیچیده، شبکه هاي معرفی مقدمه: •

غول پیکر، جزء درجه، توزیع قبیل از آن گوناگون جنبه هاي تجربی و نظري تحلیل و تجزیه و تصادفی گراف مدل •

قطر. و خوشه بندي ضریب
مدل ها. عملی و نظري تحلیل و تجزیه کوچک، دنیاي مدل هاي کوچک، دنیاي پدیده •

.submodular بهینه سازي پیچیده، شبکه هاي در تاثیر کردن بیشینه پیچیده، شبکه هاي در اطلاعات آبشاري رفتار •

.CELF الگوریتم پیچیده، شبکه هاي در شیوع کشف •

آن. تجربی و نظري تحلیل و ترجیحی اتصال توانی، درجه توزیع پیچیده، شبکه هاي تشکیل فرایندهاي •

کاربردها. شخصی شده، صفحه رتبه الگوریتم صفحه، رتبه الگوریتم ،HITTS الگوریتم پیوندها، ساختار تحلیل و تجزیه •

الگوریتم هاي پیمانگی، نیومن، گیروان الگوریتم پیچیده، شبکه هاي در خوشه ها و انجمن ها ساختار ضعیف، روابط قدرت •

سریع. پیمانگی بهینه سازي نظري، تحلیل پیچیده، شبکه هاي خوشه بندي براي طیفی
.AGM الگوریتم ،CPM الگوریتم ،NCP نمودار پیچیده، شبکه هاي در همپوشان خوشه هاي و انجمن ها •

نزدیکی. معیارهاي بر مبتنی روش هاي یادگیري، بر مبتنی روش هاي پیچیده، شبکه هاي در پیوند پیش بینی •

.node2vec الگوریتم ،deepwalk الگوریتم پیچیده، شبکه هاي در بازنمایی یادگیري •

پیچیده. شبکه هاي ساختار استنتاج آن ها، مختلف معماري هاي و گرافی عصبی شبکه هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] D. Easley and J. Kleinberg. Networks, Crowds, and Markets: Reasoning about a Highly Connected World.

Cambridge University Press, 2010.

[2] T. Christiano Silva and L. Zhao. Machine Learning in Complex Networks. Springer, 2016.

[3] M. Newman. Networks. Oxford University Press, 2018.
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محدب بهینه  سازي فارسی: به درس عنوان
واحد و درس نوع Convex Optimization انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
بررسی درس این اصلی هدف است. مطرح مصنوعی هوش بالاخص و کامپیوتر مهندسی مسائل از بسیاري در بهینه سازي
هدف این بر علاوه آن هاست. به کارگیري شرایط و مختلف روش هاي با دانشجویان آشنایی بهینه سازي، الگوریتم هاي منسجم
درس این در بهینه سازي کاربردي مسائل با آشنایی و دانشجویان ریاضیاتی پایه تقویت جمله از دیگري فرعی اهداف اصلی،

می شود. دنبال

سرفصل ها
بهینه سازي مسائل انواع آن، اهمیت و بهینه سازي هدف بهینه سازي: معرفی •

منفرد مقدار و طیفی تجزیه متغیره، چند توابع آنالیز برداري، فضاي بهینه سازي: در لازم ریاضی مقدمات •

محدب توابع و مجموعه ها •

چندهدفه بهینه سازي محدب، فرم به غیرمحدب مسائل بازنویسی بهینگی، شرایط محدب: بهینه سازي مسائل •

KKT شروط دوگان، مسئله بهینگی: شرایط و دوگانی تئوري •

شبه نیوتن نیوتن، کاهش، سریع ترین روشهاي ،trust region و line search رویکردهاي نامقید: بهینه سازي •

غیرخطی و خطی مزدوج گرادیان روش •

Primal-dual روش یافته، تعمیم نیوتن روش دوگان، مسئله حل رویکرد تساوي: قیود با بهینه سازي •

Primal-dual رویکرد داخلی، نقطه روش هاي مقید: بهینه سازي الگوریتم هاي •

ADMM ضرایب متناوب مسیر روش •

دسته بندي آشکارسازي، تخمین، مقاوم، بهینه سازي هموارسازي، سازي، منظم رگرسیون، بهینه سازي: کاربردهاي •

عمیق یادگیري در بهینه سازي الگوریتم هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 پروژه: و تمرین ها •

نمره درصد 70 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] S. Boyed and L. Vandenberg. Convex optimization. Cambridge, 2004.

[2] J. Nocedal and S. J. Wright. Numerical Optimization. Springer, 1999.

[3] D. G. Luenberger and Y. Ye. Linear and Nonlinear Programming. 3rd Edition, Springer, 2008.

[4] Z. Lin, H. Li, and C. Feng. Alternating Direction Method of Multipliers for Machine Learning. Springer,
2022.
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داده علم نظري مبانی فارسی: به درس عنوان
واحد و درس نوع Theoretical Foundations of Data Science انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
بالا، ابعاد هندسه هماند مختلفی جنبه هاي از مبانی این است. داده علم نظري مبانی و مفاهیم با آشنایی درس این هدف
مهم جنبه هاي خصوص در همچنین تصادفی گراف هاي مارکوف، زنجیره و تصادفی زنی قدم بالا، ابعاد با داده هاي بعد کاهش

شد. خواهد بحث سیستم ها این تحلیل و ارزیابی

سرفصل ها
مقدمه •

بالا ابعاد داراي فضاهاي •

بالا ابعاد با داده هاي براي توزیع تخمین •

بعد کاهش مختلف روش هاي •

تصادفی قدم زنی و مارکوف زنجیره •

مارکوف زنجیره همگرایی •

اجتماعی شبکه هاي تحلیل و تصادفی گراف •

موضوعی مدل سازي •

ماتریس تجزیه مختلف روش هاي •

خوشه بندي در طیفی روش هاي •

(پیشنهادي) ارزشیابی روش
نمره 3 نظري: تمرین هاي •

نمره 15 پایانی: و میان ترم آزمون هاي •

نمره 2 آزمونک ها: •

پیشنهادي علمی منابع

[1] A. Blum, J. Hopcroft and R. Kannan. Foundations of Data Science. Cambridge University Press, 2020.
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رمزنگاري نظریه فارسی: به درس عنوان
واحد و درس نوع Cryptography Theory انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
جزئی تر اهداف با پیشرفته رمزنگاري با اطلاعات امنیت ارشد کارشناسی دانشجویان آشنایی زنجیره تکمیل درس، این از هدف
و رمزنگاري در اثبات روش هاي از عمیق درك رمز، ریاضیات فراگیري رمزنگاري، مفاهیم از وسیعی گستره با آشنایی مانند

می باشد. رمزنگاري زمینه در پژوهش ها اخیرترین با آشنایی

سرفصل ها
پیچیدگی، نظریه بر مروري محاسبات، نظریه بر مروري اثبات پذیر، امنیت مفهوم پیشرفته: رمزنگاري بر مقدمه اي •

«مدل» و «تعریف» مفاهیم
درهم توابع تصادفی، شبه جایگشتهاي و توابع، مولدها، یک طرفه، جایگشتهاي و توابع رمزنگاري، اساسی ساختارهاي •

پیام اصالت تصدیق کدهاي ساز،
انتخابی رمز متن حملات برابر در امنیت ،(CPA) انتخابی آشکار متن حملات برابر در امنیت متقارن، رمزنگاري •

اثبات و سازي مدل رمزنگاري: سبک هاي حالت دار، رمزنگاري و تصادفی رمزنگاري متقارن، رمزهاي ساخت ،(CCA)
گونه هاي میان روابط ناپذیر، انعطاف رمز :CCA2 و ،CCA ،CPA حملات برابر در امنیت عمومی: کلید رمزنگاري •

نامتقارن رمز شماهاي نمودن بنا عمومی، کلید رمزنگاري مختلف،
دقیق، امنیت دامنه، تمام همسازي در معکوس گیري، - درهم سازي الگوي سازي، مدل و تعاریف دیجیتال: امضاي •

امضا رمز دریچه دار، امضاي گروهی، امضاي ناپذیر، انکار امضاي کور، امضاي
الگوریتمهاي تجزیه، مسئله و اول اعداد چینی، باقیمانده قضیه اعداد؛ نظریه گروهها، نظریه بر مقدمه اي رمز: ریاضی •

بیضوي خم هاي گسسته، لگاریتم حل الگوریتم هاي مرتبط، مسائل و گسسته لگاریتم مسئله دوري، گروههاي تجزیه،
ناپذیري تمیز انواع بازي، بر مبتنی تعاریف مقابل در شبیه سازي بر مبتنی تعاریف شبیه سازي: بر مبتنی تعاریف •

مفاهیم آن، کاربردهاي و نا-آگاه سازي امن، نامتقارن رمز از شبیه سازي بر مبتنی تعریف محاسباتی)، آماري، (کامل،
گواه سازي مخفی و گواه، ناپذیري تمیز دانش، اثبات

انواع نمودن بنا تصادفی، پیشگوي تعریف فیات-شامیر، مکاشفه و آرمانی ساز درهم توابع تصادفی: پیشگوي مدل •

تصادفی پیشگوهاي ناپذیري ساخت تصادفی، پیشگوي مدل در رمزنگاري ساختارهاي
شماهاي تعهد، (شماهاي امن جانبه دو پروتکلهاي کلید، توزیع و هویت تصدیق پروتکلهاي رمزنگاري: پروتکل هاي •

امن جانبه چند محاسبات خصوصی)، حریم پاسدار کاوي داده ناآگاهانه، انتقال
مشبکه ها نظریه کوانتومی، کلید تبادل آن ها، قدرت و کوانتومی ماشینهاي کوانتومی: رمزنگاري •

رمزنگاري ،UC مدل کدینگ، نظریه راز، تسهیم اطلاعات، نظریه امنیت، در صوري روشهاي مباحث: سایر معرفی •

همریخت کاملاً رمزنگاري تابعی،
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(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] Jonathan Katz and Yehuda Lindell. Introduction to Modern Cryptography. 3rd Edition, CRC Press, 2020.

[2] O. Goldreich. Foundations of Cryptograph. Volume 1: Basic Tools. Cambridge University Press, 2001.

[3] O. Goldreich. Foundations of Cryptograph. Volume 2: Basic Applications. Cambridge University Press,
2004.

[4] A.J. Menezes, P.C. van Oorschot, and S.A. Vanstone. Handbook of Applied Cryptography. CRC Press, 2001.
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احتمالی گرافی مدل هاي فارسی: به درس عنوان
واحد و درس نوع Probabilistic Graphical Models انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
از آن ها در که هستند تصادفی متغیرهاي توأم احتمال توزیع مدل سازي براي متداول چارچوبی احتمالی گرافی مدل هاي
تصادفی متغیرهاي میان استقلال روابط و احتمالاتی توزیع هاي گویاي و فشرده بازنمایی براي شده پارامتري گراف هاي
پارامترهاي و ساختار یادگیري نیز و تقریبی، و دقیق استنتاج ارائه، مختلف روش هاي درس، این در می شود. استفاده
حوزه در نیز و تصویر و صوت، متن، پردازش در مدل ها این کاربرد همچنین، می شود. داده آموزش گرافی احتمالاتی مدل هاي

می گیرد. قرار بررسی مورد بیوانفورماتیک

سرفصل ها
گراف نظریه و احتمال نظریه مقدمات •

جهت دار بیزي شبکه هاي •

جهت بدون مارکفی شبکه هاي •

شیء-رابطه مدل هاي مارکوف، مخفی مدل پویا، شبکه هاي بیزي زمانی، مدل هاي کلیشه اي: روش هاي ارائه •

باور انتشار جمع-ضرب، پیام، انتقال کلیک، درخت هاي متغیر، حذف دقیق: استنتاج روش هاي •

تغییراتی استنتاج الگوریتم هاي ،MCMC ذره، بر مبتنی استنتاج نمونه برداري، تقریبی: استنتاج روش هاي •

بیزي پارامتر تقریب درست نمایی، بیشینه تقریب پارامتر: یادگیري روش هاي •

امتیاز بر مبتنی روش هاي قید، بر مبتنی روش هاي ساختار: یادگیري روش هاي •

کاربردها •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 60 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] D. Koller and N. Friedman. Probabilistic Graphical Models: Principles and Techniques. MIT press, 2009.

[2] K. P. Murphy. Machine Learning: A Probabilistic Perspective. MIT Press, 2012.

[3] C. M. Bishop. Pattern Recognition and Machine Learning. Springer, 2006.
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بیوانفورماتیک الگوریتم هاي فارسی: به درس عنوان
واحد و درس نوع Algorithms for Bioinformatics انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
در دانشجویان می رود انتظار است. بیوانفورماتیک الگوریتم هاي پیشرفته تر مباحث با دانشجویان آشنایی درس این از هدف
تقویت درس، این از هدف باشند. کرده پیدا بیوانفورماتیک الگوریتم هاي با مقدماتی آشنایی بیوانفورماتیک، بر مقدمه اي درس

است. دانشجویان الگوریتمی دانش به بخشیدن عمق و

سرفصل ها
رشته اي داده ساختارهاي •

آن کاربردهاي و باروز-ویلر تبدیل •

رشته ها مشابهت یابی •

بیشینه شار بر مبتنی روش هاي •

توالی یابی براي تقریبی الگوریتم هاي •

همسایگی تقریب الگوریتم هاي •

خطی برنامه ریزي بر مبتنی روش هاي •

ژنوم تحلیل •

ترانسکریپتوم تحلیل •

پروتئوم تحلیل •

متاژنوم تحلیل •

پیشنهادي علمی منابع
[1] V. Mäkinen, D. Belazzougui, F. Cunial, and A. I. Tomescu. Genome-scale algorithm design. Cambridge

University Press, 2015.

[2] W. K. Sun. Algorithms in Bioinformatics, A Practical Introduction. CRC Press, 2010.

[3] I. Mandoiu and A. Zelikovsky.Bioinformatics Algorithms, Techniques and Applications. Wiley-Interscience,
2008.
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ماشین یادگیري نظریه فارسی: به درس عنوان
واحد و درس نوع Machine Learning Theory انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
درس این تاکید است. آن ها تحلیل و ماشین یادگیري الگوریتم هاي نظري مفاهیم با دانشجویان آشنایی درس، این از هدف
که شود داده پاسخ پرسش ها این به می شود تلاش درس این در می شود. متمرکز محاسباتی آماري روش هاي روي بیشتر
طراحی یادگیري الگوریتم می توان چگونه و باشد، اثبات قابل آن کارایی کران که نمود طراحی یادگیري الگوریتم می توان آیا

باشد. داشته ویژه اي خواص که کرد

سرفصل ها
یادگیري رسمی مدل و مقدمه •

کمینه سازي الگوریتم هاي تحلیل و عمومی یادگیري ،(PAC) درست تقریبا احتمالا مدل سازگاري، مدل در یادگیري •

تجربی خطاي
راداماخر) پیچیدگی و VC بعد رشد، (تابع خطا کران محاسبه فرضیه فضاي غناي محاسبه معیارهاي •

ساختاري خطاي کمینه سازي الگوریتم هاي تحلیل و غیریکنواخت یادگیري •

یادگیري الگوریتم هاي پایداري و منظم سازي روش هاي مدل، انتخاب •

یادگیري الگوریتم هاي محاسباتی پیچیدگی •

فعال رتبه بندي برخط، یادگیري الگوریتم هاي •

PAC-Bayesian نظریه •

خوشه بندي نظریه مبانی •

محدب یادگیري مسائل •

... و بوستینگ پشتیبان، بردار ماشین رگرسیون، الگوریتم هاي تحلیل یادگیري: الگوریتم هاي تحلیل •

(پیشنهادي) ارزشیابی روش
نمره درصد 25 پروژه: و تمرین ها •

نمره درصد 65 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] M. Mohri, A. Rostamizadeh, and A. Talwalkar. Foundations of Machine Learning. 2nd Edition, MIT Press,

2018.

[2] S. Shalev-Shwartz and S. Ben-David. Understanding Machine Learning: From Theory to Algorithms.
Cambridge University Press, 2014.
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پیچیده شبکه هاي تحلیل فارسی: به درس عنوان
واحد و درس نوع Complex Networks Analysis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
در می باشد. پیچیده شبکه اي و گرافی داده هاي پردازش و تحلیل تکنیک هاي با دانشجویان نمودن آشنا درس این هدف
مرتبط، مختلف مسائل همچنین می گردند. تحلیل تجربی و نظري صورت به آن ها انواع و پیچیده شبکه هاي درس، این
و جوامع ساختار پیوند ها، تحلیل شکل گیري، فرایند هاي انتشار، بهینه سازي تاثیر، بیشینه سازي تصادفی، مدل هاي قبیل از

می گیرند. قرار بررسی مورد بازنمایی یادگیري و پیوندها پیش بینی خوشه بندي،

سرفصل ها
پیچیده. شبکه هاي تحلیل ساده روش هاي با آشنایی مثال ها، و کاربردها پیچیده، شبکه هاي معرفی مقدمه: •

غول پیکر، جزء درجه، توزیع قبیل از آن گوناگون جنبه هاي تجربی و نظري تحلیل و تجزیه و تصادفی گراف مدل •

قطر. و خوشه بندي ضریب
مدل ها. عملی و نظري تحلیل و تجزیه کوچک، دنیاي مدل هاي کوچک، دنیاي پدیده •

.submodular بهینه سازي پیچیده، شبکه هاي در تاثیر کردن بیشینه پیچیده، شبکه هاي در اطلاعات آبشاري رفتار •

.CELF الگوریتم پیچیده، شبکه هاي در شیوع کشف •

آن. تجربی و نظري تحلیل و ترجیحی اتصال توانی، درجه توزیع پیچیده، شبکه هاي تشکیل فرایندهاي •

کاربردها. شخصی شده، صفحه رتبه الگوریتم صفحه، رتبه الگوریتم ،HITTS الگوریتم پیوندها، ساختار تحلیل و تجزیه •

الگوریتم هاي پیمانگی، نیومن، گیروان الگوریتم پیچیده، شبکه هاي در خوشه ها و انجمن ها ساختار ضعیف، روابط قدرت •

سریع. پیمانگی بهینه سازي نظري، تحلیل پیچیده، شبکه هاي خوشه بندي براي طیفی
.AGM الگوریتم ،CPM الگوریتم ،NCP نمودار پیچیده، شبکه هاي در همپوشان خوشه هاي و انجمن ها •

نزدیکی. معیارهاي بر مبتنی روش هاي یادگیري، بر مبتنی روش هاي پیچیده، شبکه هاي در پیوند پیش بینی •

.node2vec الگوریتم ،deepwalk الگوریتم پیچیده، شبکه هاي در بازنمایی یادگیري •

پیچیده. شبکه هاي ساختار استنتاج آن ها، مختلف معماري هاي و گرافی عصبی شبکه هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] D. Easley and J. Kleinberg. Networks, Crowds, and Markets: Reasoning about a Highly Connected World.

Cambridge University Press, 2010.

[2] T. Christiano Silva and L. Zhao. Machine Learning in Complex Networks. Springer, 2016.

[3] M. Newman. Networks. Oxford University Press, 2018.
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برنامه ها وارسی و توصیف فارسی: به درس عنوان
واحد و درس نوع Program Specification and Verification انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
فنون درس این است. برنامه وارسی کننده هاي ساخت و تئوري و منطق با برنامه ها عملکرد توصیف بر مقدمه اي درس این
مهارت هاي دانشجویان می دهد. پوشش را زمینه این در نوین ابزارهاي مجموعه و برنامه ها درباره صوري استدلال براي قدرتمند
می سازد امکان پذیر را پیچیده برنامه هاي پیمانه اي وارسی که وارسی کننده ابزارهاي به کارگیري و توسعه، طراحی، براي را لازم
از اصول این به کارگیري چگونگی و استدلال پایه اي اصول از مختلفی انواع دانشجویان این، بر علاوه آورد. خواهند دست به

می گیرند. فرا را خودکار ابزارهاي طریق

سرفصل ها
برنامه ها صحیح کارکرد توصیف براي ریاضی منطق بر مبتنی روش هاي •

منطقی استدلال مبانی •

منطق فرمول هاي درباره خودکار استدلال براي SMT حل کننده هاي •

وارسی روش هاي مدل سازي براي (Viper (مثل وارسی میانی زبان هاي •

رویه ها و حلقه ها وارسی •

حافظه) پویاي مدیریت (مثل برنامه ها چالش برانگیز ویژگی هاي وارسی •

همروند برنامه هاي وارسی •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 ترم: میان آزمون •

نمره درصد 30 ترم: پایان آزمون •

نمره درصد 40 درس: پروژه و عملی تکلیف هاي انجام •

پیشنهادي علمی منابع
[1] F. Nielson and H. Riis Nielson. Formal Methods: An Appetizer. Springer International Publishing, 2019.

[2] B.C. Pierce et al. Software Foundations. Published online: https://softwarefoundations.cis.upenn.edu, last
accessed 2024.
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صوري درستی یابی و مدل سازي فارسی: به درس عنوان
واحد و درس نوع Formal Modeling and Verification انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
توصیف است. واکنشی و همروند سیستم هاي مدل وارسی و صوري توصیف روش هاي با دانشجویان آشنایی درس این هدف
وارسی می شوند. تبدیل گذار سیستم هاي به خود نوبه به که می شود انجام بالا سطح مدل سازي زبان هاي توسط سیستم ها

می شود. انجام شناخته شده زمانی منطق هاي بر مبتنی مدل

سرفصل ها
درستی یابی بر مقدمه اي •

برنامه ها گراف و گذار سیستم هاي •

اکتور مدل و پتري، شبکه هاي پروملا، بالا: سطح مدل سازي •

خطی خاصیت هاي •

انصاف •

منظم خاصیت هاي •

خطی زمانی منطق •

محاسبه درخت منطق •

هیبرید و زمانی خودکاره هاي •

احتمالاتی مدل وارسی •

مدل یادگیري •

درس) استاد تشخیص به بنا (اختیاري؛ تجرید و ارزي هم •

درس) استاد تشخیص به بنا (اختیاري؛ جزئی ترتیب کاهش •

(پیشنهادي) ارزشیابی روش
نمره درصد 60 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 40 نیم سال: پایان آزمون •
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پیشنهادي علمی منابع
[1] C. Baier and J. P. Katoen. Principles of Model Checking. MIT Press, 2008.

[2] S. Kundu, S. Lerner, and R. Gupta. High-Level Verification: Methods and Tools for Verification of
System-Level Designs. Springer-Verlag, 2014.

[3] M. Ben-Ari. Principles of the Spin Model Checker. Springer-Verlag, 2008.

[4] M. Huisman and A. Wijs. Concise Guide to Software Verification: From Model Checking to Annotation
Checking. Springer International, 2023.

[5] E.M. Clarke, O. Grumberg, D. Kroening, D. Peled, and H. Veith. Model Checking. MIT Press, 2018.

[6] C. Baier and J. P. Katoen. Principles of Model Checking. MIT Press, 2008.
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کدینگ و اطلاعات نظریه فارسی: به درس عنوان
واحد و درس نوع Coding and Information Theory انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
فشرده سازي در آن کاربردهاي و کدینگ و اطلاعات نظریه پیشرفته و پایه اي مفاهیم با دانشجویان آشنایی درس این از هدف

است. مرتبط زمینه هاي دیگر و رمزنگاري خطا، تصحیح داده ها،

سرفصل ها
متقابل اطلاعات و نسبی آنتروپی آنتروپی، •

Rel-) متقابل اطلاعات و نسبی آنتروپی ،(Conditional Entropy) شرطی آنتروپی ،(Joint Entropy) توام آنتروپی •

متقابل. اطلاعات و آنتروپی رابطه ،(ative entropy and Mutual Information

نامعادله هاي آن، کاربردهاي و سام لاگ نامعادله آن، نتایج و جانسون نامعادله ،(Chain Rules) زنجیره اي قوانین •

فانو و داده پردازش
نرخ توابع ،(Entropy Rate) آنتروپی نرخ ،(Markov Chains) مارکوف زنجیره هاي تصادفی، فرایند آنتروپی نرخ •

آنتروپی
منبع کدگذاري از مثال هایی منبع، اطلاعات فشرده سازي •

یکتا، به طور شونده باز کدهاي و کرافت نامساوي بهینه، کد طول کران هاي بهینه، منبع کدهاي کرفت، نامساوي •

الیاس - فانو - شانو کد هافمن، بهینگی و هافمن کدهاي
کانال ظرفیت از مثال هایی کانال، ظرفیت •

همینگ کدهاي کانال، ظرفیت براي شانون قضیه کانال، ظرفیت خواص متقارن، کانال هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 تمرین ها: •

نمره درصد 65 پایان ترم: و میان ترم آزمون هاي •

نمره 15درصد پروژه: •

پیشنهادي علمی منابع
[1] T. Cover and J. Thomas. Elements of Information Theory. 2nd Edition. John Wiley & Sons, 2012.

[2] R. M. Gray. Entropy and Information Theory. Springer Science & Business Media, 2011.

[3] I. Csiszár and J. Körner. Information theory: Coding Theorems for Discrete Memoryless Systems. Cam-
bridge University Press, 2011.



کامپیوتري شبکه هاي گرایش
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پیشرفته کامپیوتري شبکه هاي فارسی: به درس عنوان
واحد و درس نوع Advanced Computer Networks انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
این گرفتن قرار هم کنار ساختار همچنین و امروزي اینترنت شبکه ي فناوري هاي با دانشجویان آشنایی درس، این از هدف
در کلیدي عملیات عنوان به مسیریابی بر تاکید با اینترنت ساختار و فناوري ها این چگونگی و چرایی فهم است. فناوري ها

می شود. ارائه درس این در NFV و SDN مانند شبکه در نوین رویکردهاي معرفی همچنین و اینترنت،

سرفصل ها
اینترنت در ازدحام کنترل •

BGP و OSPF بر تاکید با کامپیوتري شبکه هاي در مسیریابی •

اینترنت در مراتب سلسله و معماري •

AS ها بین ارتباط در BGP پروتکل نقش و خدمات دهندگان مختلف سطوح و ISP ها ساختار •

کامپیوتري شبکه هاي در سرویس کیفیت •

نزدیکی در محتوا ذخیره سازي براي نهان حافظه از استفاده و ترافیک توزیع مکانیسم محتوا، توزیع شبکه هاي •

مصرف کنندگان
MPLS بر مبتنی شبکه هاي •

MPLS و BGP-TE و OSPF-TE بر تاکید با ترافیک مهندسی •

(SDN) نرم افزار با تعریف شده شبکه هاي •

(Service Chaining) خدمت زنجیره سازي ،OpenFlow پروتکل •

(NFV) شبکه توابع مجازي سازي و شبکه توابع ،(Overlay) پوشان شبکه هاي •

داده مراکز شبکه هاي و معماري ها •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پژوهشی: سمینار و تکالیف •

نمره درصد 70 پایان ترم: و میان ترم آزمون هاي •
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پیشنهادي علمی منابع
[1] D. Medhi and K. Ramasamy. Network Routing: Algorithms, Protocols, and Architectures. 2nd Edition.

Morgan Kaufmann. 2017.

[2] L. L. Peterson and B. S. Davie. Computer Networks: A Systems Approach. 6th Edition, Morgan Kaufmann.
2021.

[3] L. L. Peterson, C. Cascone, B. O’Connor, T. Vachuska, and B. Davie. Software Defined Networks: A
Systems Approach. Morgan Kaufmann. 2021.
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کامپیوتري شبکه هاي کارایی ارزیابی فارسی: به درس عنوان

واحد و درس نوع Performance Evaluation of Computer

Networks
انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
است. کامپیوتري شبکه هاي کارایی ارزیابی و درك براي لازم عملی مهارت هاي و نظري مبانی ارائه درس، این از هدف
کامپیوتري شبکه هاي کارایی تحلیل براي را مدل سازي روش هاي و اندازه گیري فنون کارایی، کلیدي معیارهاي دانشجویان

گرفت. خواهند به کار موردي مطالعه یا پژوهشی پروژه یک در و گرفت خواهند یاد

سرفصل ها
کامپیوتري شبکه هاي کارایی ارزیابی اصول •

اندازه گیري روش هاي و کارایی معیارهاي •

شبکه کارایی ارزیابی براي شبیه سازي ابزارهاي •

کامپیوتري شبکه هاي در کاربردي آمار بر مقدمه اي •

شبکه کارایی مدل هاي و صف نظریه ي •

کارایی ارزیابی براي تحلیلی روش هاي •

شبکه ها در (QoS) خدمات کیفیت •

کارایی تحلیل و ترافیک مدل هاي •

اینترنت ترافیک نمایه سازي •

کارایی ارزیابی آزمایش هاي اجراي و طراحی •

واقعی دنیاي کاربردهاي و موردي مطالعات •

(پیشنهادي) ارزشیابی روش
نمره درصد 10 تمرین ها: •

نمره درصد 60 پایان ترم: و میان ترم آزمون هاي •

نمره درصد 30 پروژه: •
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پیشنهادي علمی منابع
[1] S. Keshav. An Introduction to Computer Networks. Addison Wesley. 2016.

[2] S. Fernandes. Performance Evaluation for Network Services, Systems and Protocols. Springer, 2017.

[3] G. Bolch, S. Greiner, H. de Meer and K.S. Trivedi. Queueing Networks and Markov Chains. Wiley, 2006.

[4] R. German. Performance Analysis of Communication Systems: Modeling with Non-Markovian Stochastic
Petri Nets. Wiley, 2000.

[5] M. Harchol-Balter.Introduction to Probability for Computing. Cambridge University Press, 2023.
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پیشرفته شبکه امنیت فارسی: به درس عنوان
واحد و درس نوع Advanced Network Security انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
دانش که است شده طراحی دانشجویانی براي و می دهد پوشش را شبکه امنیت روش هاي و مفاهیم از مجموعه اي درس این
شبکه هاي و سیستم ها به حمله انواع درس، این در دارند. رمزنگاري الگوریتم هاي و کامپیوتري شبکه هاي خصوص در را پایه
شامل امن شبکه هاي معماري و شبکه امنیت در رمزنگاري کاربردهاي آن ها، با مقابله و تشخیص روش هاي و کامپیوتري
نشت از جلوگیري روش هاي مسیریابی، امنیت ،AAA خدمات پروتکل هاي و روش ها فیلترینگ، و لبه در دفاع سیستم هاي
پژوهشی مقاله هاي و آزمایشگاهی فعالیت هاي از مجموعه اي می شود. داده پوشش VPN تکنولوژي هاي و (DLP) اطلاعات

شود. ایجاد درس پژوهشی و کاربردي جنبه بین توازنی تا می شود ارائه درس طول در

سرفصل ها
امنیت فرامدل هاي و مدل ها شبکه، امنیت مفاهیم مقدمه: •

حمله هاي بدافزارها، عمر چرخه ،Spoofing و ،Sniffing ،DoS حمله هاي حمله ها، طبقه بندي حمله: و تهدید ها •

پنج گانه لایه هاي
ثابت، شبکه هاي در کلید توزیع روش هاي شبکه، امنیت پروتکل هاي در رمزنگاري کاربردهاي کاربردي: رمزنگاري •

بلوکی زنجیره و بی نامی ، روش هاي موردي، و سیار،
،(NAC) شبکه و سیستم در دسترسی کنترل آتش، دیواره هاي معماري ،SAFE معماري امن: شبکه هاي معماري •

(DLP) اطلاعات رفتن بین از و نشت از جلوگیري روش هاي
VPN فناوري هاي نفوذ، تشخیص سامانه هاي مسیریابی، امنیت •

بی سیم شبکه هاي امنیت •

شبکه در فورنزیک ترافیک، تحلیل روش هاي شبکه، امنیت در نو روندهاي •

خصوصی حریم حفظ و اشیا اینترنت امنیت •

چندابري و ابر امنیت ،SDC و ،SET ،PCI-DSS فناوري هاي ،IP Telephony و VoIP سرویس در امنیت •

MPC و گروهی امضاهاي مانند رمزنگاري پیشرفته کاربردهاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 25 میان ترم: آزمون •

نمره درصد 30 پایان ترم: آزمون •

درصد 15 ارائه: •
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پیشنهادي علمی منابع
[1] William Stallings.Cryptography and Network Security - Principles and Practice. Pearson, 8th Edition. 2020,

[2] Darren Death. Information Security Handbook. Packet Publishing. 2017.

[3] M. Ciampa. Security+ Guide to Network Security Fundamentals. Cengage Learning, 2015.

[4] William Stallings. Network Security Essentials: Applications and Standards. Pearson; 6th Edition, 2016.

[5] C. Douligeris and D. N. Serpanos. Network Security: Current Status and Future Directions. Wiley-IEEE
Press, 2007.
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کامپیوتري شبکه هاي مدیریت فارسی: به درس عنوان
واحد و درس نوع Management of Computer Networks انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
یکپارچه مدیریت بر تمرکز با شبکه مدیریت تکنیک هاي و استاندارد ها مفاهیم، با دانشجویان آشنایی درس این از هدف
روش ها، بررسی بر علاوه راستا، این در بود. خواهد FCAPS کارکردي مدل و OSI مرجع مدل بر مبتنی شبکه
،SYSLOG ،CLI ،COPS-PR ،COPS ،RMON ،SNMP شامل شبکه مدیریت اصلی و مرسوم پروتکل هاي و استانداردها
تحولی سیر در نوین روندهاي ،AgentX پروتکل و WBEM ،IRP وب، خدمات ،Netflow IPFIX ،NETCONF/YANG

،ontology بر مبتنی اطلاعاتی مدل ،self-* ویژگی هاي بر مبتنی خودمختار مدیریت جمله از مختلف ابعاد در شبکه مدیریت
گرفت. خواهد قرار بررسی مورد شبکه مدیریت در AI نقش و نرم افزار، با تعریف شده شبکه هاي مدیریت

سرفصل ها
آن پیچیدگی هاي و اهمیت شبکه، مدیریت بر مقدمه اي •

جمع آوري شبکه، کشف مکانیزم هاي (شامل مدیریت پایه عملیات مدیریتی، لایه هاي شامل شبکه، مدیریت ابعاد •

شبکه مدیریت حیات چرخه شبکه)، بر نظارت و مدیریتی داده هاي
عملکردي) مدل ارتباطی، مدل اطلاعاتی، مدل ساختاري، (مدل OSI مرجع مدل و شبکه مدیریت استانداردهاي •

ASN.1 با آشنایی و MIB و SMI شامل شبکه مدیریت اطلاعاتی مدل •

RMON و SNMPv3 ،SNMPv2 ،SNMPv1 پروتکل هاي و شبکه مدیریت ارتباطی مدل •

امنیت) و کارایی حسابرسی، پیکر بندي، خرابی، (مدیریت FCAPS شبکه مدیریت عملکردي مدل •

COPS و IPFIX/Netflow ،Netconf/Yang و Syslog و CLI شامل شبکه، مدیریت پروتکل هاي •

شبکه مدیریت ابزار هاي تجمیع مکانیزم هاي شامل یکپارچه شبکه مدیریت •

بر مبتنی شبکه (مدیریت شبکه مدیریت تحولی سیر در جدید رویکردهاي بررسی و جدید نسل شبکه هاي مدیریت •

جمله از ontology بر مبتنی اطلاعاتی مدل ،self-* ویژگی هاي شامل شبکه خودمختار مدیریت ،PBNM سیاست
(AI بر مبتنی - شبکه هوشمند مدیریت نرم افزار، با شده تعریف شبکه هاي مدیریت ،CIM

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 60 پایان ترم: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: سمینار •
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پیشنهادي علمی منابع
[1] A. Clemm. Network Management Fundamentals. Cisco Press. 2007.

[2] M. Subramanian. Network Management: Principles and Practice. Prentice Hall. 2012.

[3] J. Ding. Advances in Network Management. CRC Press. 2010.

[4] N. Agoulmine.Autonomic NetworkManagement Principles: FromConcepts to Applications. Elsevier. 2011.

[5] Y. Wu, J. Ge, and T. Li. AI and Machine Learning for Network and Security Management. IEEE. 2022.

[6] B. Benmammar. Intelligent Network Management and Control. Wiley-ISTE. 2021.

[7] M. Gilbert. Artificial Intelligence for Autonomous Networks. CRC Press. 2020.
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توزیع شده سیستم هاي فارسی: به درس عنوان
واحد و درس نوع Distributed Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مسائل حل و درستی تحلیل و مدل سازي روش هاي توزیع شده، محاسباتی محیط هاي با دانشجویان آشنایی درس این هدف
نحوه همچنین و توزیع شده، سیستم هاي با مرتبط پروتکل هاي و الگوریتم ها شناخت مختلف، شرایط در محیط ها این انواع در

است. توزیع شده نرم افزارهاي توسعه و طراحی

سرفصل ها
توزیع شده سیستم هاي در پایه مفاهیم و تعاریف •

منظوره خاص و منظوره عام توزیع شده سیستم هاي •

توزیع شده سیستم هاي در ارتباطات و الگوریتم ها مدل سازي روش هاي •

همگام سازي پروتکل هاي و زمان •

توزیع شده هش جداول و نام گذاري پروتکل هاي •

شایعه پراکنی و چندپخشی پروتکل هاي •

اجماع و انتخاب پروتکل هاي •

آن ها با مواجهه و خرابی انواع •

ایمنی و امنیت ملاحظات •

توزیع شده نرم افزارهاي تحلیل و طراحی •

نوین کاربردهاي در توزیع شده نرم افزارهاي توسعه ملاحظات •

(پیشنهادي) ارزشیابی روش
نمره درصد 40 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 40 نیم سال: پایان آزمون •

نمره درصد 20 پروژه: •
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پیشنهادي علمی منابع
[1] A. D. Kshemkalyani and M. Singhal. Distributed Computing: Principles, Algorithms, and Systems.

Cambridge University Press, 2011.

[2] S. Ghosh. Distributed Systems: An Algorithmic Approach. 2nd Edition, CRC Press, 2015.

[3] M. van Steen and A. S. Tanenbaum. Distributed Systems. distributed-systems.net, 2023.

[4] A. S. Tanenbaum and M. van Steen. Distributed systems: principles and paradigms. 2nd Edition, CreateS-
pace Independent Publishing Platform. 2016
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بی  سیم ارتباطات فارسی: به درس عنوان
واحد و درس نوع Wireless Communications انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مرتبط موضوعات از وسیعی طیف با را دانشجویان و دارد تمرکز بی سیم ارتباطات بنیادي اصول و مفاهیم روي بر درس این
نویز، سیگنال، قدرت باند، پهناي فرکانس، مانند اساسی مفاهیم با دانشجویان درس، این در می کند. آشنا حوزه این با
مختلف تکنولوژي هاي از عمیقی درك دانشجویان این، بر علاوه شد. خواهند آشنا بی سیم شبکه هاي معماري و مدولاسیون
همچنین، آورد. خواهند دست به Wi-Fi و (G5 و G6 (مانند سلولی شبکه هاي مختلف نسل هاي جمله از بی سیم، ارتباطات
قادر دانشجویان نهایت، در شد. خواهند آشنا بی سیم شبکه هاي در استفاده مورد ارتباطی پروتکل هاي و استانداردها با آن ها
شبکه کلی کارایی و ارتباطات بازدهی انتقال، تاخیر کانال، ظرفیت جمله از بی سیم، شبکه هاي عملکرد تحلیل و محاسبه به

بود. خواهند

سرفصل ها
بی سیم ارتباطات در پایه مفاهیم بر مقدمه اي •

انتشار، سرعت و فرکانس موج، طول بین رابطه امواج، دسته بندي و الکترومغناطیسی طیف فرکانس، موج، طول •

(... و توان قطبش، (مانند الکترومغناطیسی امواج مختلف ویژگی هاي
،AM) آن مختلف روش هاي و مدولاسیون اولیه اصول دیجیتال، و آنالوگ مخابرات رادیویی، امواج توسط داده انتقال •

دیجیتال و آنالوگ مخابرات سیستم هاي بین مقایسه ،(QAM ،FM

امواج انتشار مسیر در رخدادها و امواج، انتشار •

بی سیم کانال هاي در موج انتقال و الکترومغناطیسی امواج انتشار شیوه هاي •

بهبود در آن کاربرد و آنتن تنوع همه جهته)، آنتن هاي جهت دار، (آنتن هاي آن ها تابش الگوهاي و آنتن مختلف انواع •

سیگنال کیفیت
آن مدل سازي و بی سیم کانال مفهوم •

(VSAT ،GEO ،GPS ،MEO ،LEO ماهواره اي مدارهاي ماهواره ها، حرکت (نحوه ماهوره اي مخابرات •

تصادفی) دسترسی ،OFDMA ،CDMA ،TDMA ،FDMA) پروتکل ها و چندگانه دسترسی •

(Bluetooth ،Wi-Fi ،802.11) بی سیم شبکه هاي پروتکل هاي •

ارتباطات بی سیم، حسگر شبکه هاي ،(IoT) اشیا (اینترنت مختلف حوزه هاي در بی سیم ارتباطات متنوع کاربردهاي •

((M2M) ماشین به ماشین ارتباطات ،(G5) پنجم نسل سلولی
مدیریت و نویز و تداخل خصوصی، حریم و امنیت فرکانسی، منابع (کمبود بی سیم ارتباطات روي پیش چالش هاي •

((QoS) خدمات کیفیت
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(پیشنهادي) ارزشیابی روش
نمره درصد 15 تمرین ها: •

نمره درصد 70 پایان ترم: و میان ترم آزمون هاي •

نمره درصد 15 پروژه: •

پیشنهادي علمی منابع
[1] W. Stallings and C. Beard. Wireless Communication Networks and Systems. Pearson, 2016.

[2] B. A. Forouzan and S. C. Fegan. Data Communications and Networking. McGraw-Hill HigherEducation,
2007.

[3] A. Goldsmith. Wireless Communications. Cambridge University Press, 2005.

[4] D. Tse and Pr. Viswanath. Fundamentals of Wireless Communication. Cambridge University Press, 2005.

[5] B. Sklar. Digital Communications: Fundamentals and Applications (Communications Engineering &

Emerging Technology Series from Ted Rappaport). 3rd Edition, Pearson. 2021
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کامپیوتري شبکه هاي در سرویس کیفیت فارسی: به درس عنوان

واحد و درس نوع Quality of Service in Computer

Networks
انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
در سرویس کیفیت تأمین فناوري هاي و شیوه ها با مرتبط روز مباحث و نیازمندي ها با دانشجویان آشنایی درس، این از هدف

است. امروز) اینترنت بر تاکید (با کامپیوتري شبکه هاي

سرفصل ها
شبکه دیدگاه از و کاربر دیدگاه از سرویس: کیفیت ابتدایی مفاهیم •

آن ها اندازه گیري نحوه و سرویس کیفیت پارامترهاي •

سرویس کیفیت آوردن فراهم در آن نقش و MPLS بر تاکید با ترافیک مهندسی •

(ABR/CBR/VBR/GBR) آن در تعریف شده سرویس کیفیت سطوح انواع و ATM شبکه هاي •

جریان ها علامت گذاري و شکل دهی طبقه بندي، شبکه: لبه در سرویس کیفیت •

(RR/WRR/FQ/WFQ) لینک زمان بندي الگوریتم هاي شبکه: هسته در سرویس کیفیت •

تاخیر و باند پهناي محدودیت هاي سرویس: کیفیت محوریت با مسیریابی •

RSVP پروتکل و شبکه منابع تخصیص •

TCP/IP شبکه هاي در سرویس کیفیت •

IntServ سرویس کیفیت چارچوب •

DiffServ سرویس کیفیت چارچوب •

SDN یا نرم افزار با شده تعریف شبکه هاي در سرویس کیفیت •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 تمرین ها: •

نمره درصد 70 پایان ترم: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: سمینار •
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پیشنهادي علمی منابع
[1] M. Barreirosand P. Lundqvist. QOS-Enabled Networks: Tools and Foundations. Wiley, 2016

[2] D. Medhi and K. Ramasamy. Network Routing: Algorithms, Protocols, and Architectures. 2nd Edition.
Morgan Kaufmann, 2017.

[3] L. L. Peterson and B. S. Davie. Computer Networks: A Systems Approach. 6th Edition. Morgan Kaufmann.
2021.

[4] L. L. Peterson, C. Cascone, B. O’Connor, T. Vachuska, and B. Davie. Software Defined Networks: A
Systems Approach. Morgan Kaufmann. 2021.
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اشیاء اینترنت فارسی: به درس عنوان
واحد و درس نوع Internet of Things انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
کلیدي مفاهیم منظور، این به است. آن شبکه اي مباحث بر تمرکز با اشیاء اینترنت با دانشجویان آشنایی درس، این از هدف
فناوري هاي و اشیاء اینترنت لایه اي چند معماري غیرصنعتی، و صنعتی حوز هاي در آن مختلف کاربردهاي و اشیاء اینترنت
دوقلوي جدید، نسل بیسیم شبکه هاي بستر در اشیاء اینترنت استفاده، مورد پلتفرم هاي مختلف، لایه هاي پروتکل هاي مرتبط،

می گیرد. قرار بررسی مورد اشیاء اینترنت در خصوصی حریم و امنیت نهایت در و دیجیتال

سرفصل ها
اشیاء اینترنت کاربردهاي و مرتبط، استاندارهاي و لایه چند معماري معرفی اولیه، مفاهیم شامل مقدمه •

اشیاء اینترنت حسگرهاي •

اشیاء اینترنت شبکه هاي •

رسانه به دسترسی و فیزیکی لایه فناوري هاي •

انتقال و کاربرد شبکه، لایه پروتکل هاي •

اشیاء اینترنت پلتفرم هاي •

سایبر-فیزیکی سیستم هاي •

صنعتی اشیاء اینترنت •

G5 بستر در اشیاء اینترنت •

دیجیتال دوقلوي •

اشیاء اینترنت در خصوصی حریم و امنیت •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 60 پایان ترم: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: سمینار •
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پیشنهادي علمی منابع
[1] F. J. Dian. Fundamentals of Internet of Things: For Students and Professionals. Wiley-IEEE Press, 2022

[2] P. Raj and A. C. Raman. The Internet of Things Enabling Technologies, Platforms, and Use Cases. CRC
Press, 2017.

[3] O. Hersent, D. Boswarthick, and O. Elloumi. The Internet of Things: Key Applications and Protocols. 2nd
Edition. Wiley, 2013

[4] Y. Wu, H. Huang, C-X. Wang, and Y. Pan. 5G-Enabled Internet of Things. CRC Press, 2019.
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محدب بهینه  سازي فارسی: به درس عنوان
واحد و درس نوع Convex Optimization انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
بررسی درس این اصلی هدف است. مطرح مصنوعی هوش بالاخص و کامپیوتر مهندسی مسائل از بسیاري در بهینه سازي
هدف این بر علاوه آن هاست. به کارگیري شرایط و مختلف روش هاي با دانشجویان آشنایی بهینه سازي، الگوریتم هاي منسجم
درس این در بهینه سازي کاربردي مسائل با آشنایی و دانشجویان ریاضیاتی پایه تقویت جمله از دیگري فرعی اهداف اصلی،

می شود. دنبال

سرفصل ها
بهینه سازي مسائل انواع آن، اهمیت و بهینه سازي هدف بهینه سازي: معرفی •

منفرد مقدار و طیفی تجزیه متغیره، چند توابع آنالیز برداري، فضاي بهینه سازي: در لازم ریاضی مقدمات •

محدب توابع و مجموعه ها •

چندهدفه بهینه سازي محدب، فرم به غیرمحدب مسائل بازنویسی بهینگی، شرایط محدب: بهینه سازي مسائل •

KKT شروط دوگان، مسئله بهینگی: شرایط و دوگانی تئوري •

شبه نیوتن نیوتن، کاهش، سریع ترین روشهاي ،trust region و line search رویکردهاي نامقید: بهینه سازي •

غیرخطی و خطی مزدوج گرادیان روش •

Primal-dual روش یافته، تعمیم نیوتن روش دوگان، مسئله حل رویکرد تساوي: قیود با بهینه سازي •

Primal-dual رویکرد داخلی، نقطه روش هاي مقید: بهینه سازي الگوریتم هاي •

ADMM ضرایب متناوب مسیر روش •

دسته بندي آشکارسازي، تخمین، مقاوم، بهینه سازي هموارسازي، سازي، منظم رگرسیون، بهینه سازي: کاربردهاي •

عمیق یادگیري در بهینه سازي الگوریتم هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 پروژه: و تمرین ها •

نمره درصد 70 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] S. Boyed and L. Vandenberg. Convex optimization. Cambridge, 2004.

[2] J. Nocedal and S. J. Wright. Numerical Optimization. Springer, 1999.

[3] D. G. Luenberger and Y. Ye. Linear and Nonlinear Programming. 3rd Edition, Springer, 2008.

[4] Z. Lin, H. Li, and C. Feng. Alternating Direction Method of Multipliers for Machine Learning. Springer,
2022.
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بازي ها الگوریتمی نظریه فارسی: به درس عنوان
واحد و درس نوع Algorithmic Game Theory انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
اجتماعی علوم و کسب وکار اقتصادي، حوزه هاي آن ها مهم ترین که دارد حوزه ها از بسیاري در وسیعی کاربردهاي بازي ها نظریه
آن ها از کدام هر که داریم سروکار خودخواه و هوشمند عامل هاي شامل سیستم هایی با بازي ها نظریه در کلی به طور است.
قرار ما اختیار در را سیستم ها از این گونه تحلیل ابزار بازي ها نظریه می دهند. تغییر را سیستم وضعیت خویش مصالح به بنا

کنیم. کنترل منطقی و درست شیوه اي به را آن ها بتوانیم تا می کند کمک و می دهد

سرفصل ها
بازي ها انواع اولیه، مفاهیم و مقدمات •

مربوطه مسائل و تعادل نقاط محاسبه •

هاوسون لمکه الگوریتم و بروور قضیه اسپرنر، لم نش، قضیه •

مرتبط پیچیدگی کلاس هاي و تام جستجوي مسائل •

برد شرایط و بازي گراف •

تشخص و بی نهایت بازي هاي •

درختی اتوماتاي •

مارکوف تصمیم گیري فرایند و تصادفی بازي هاي •

الگوریتمی مکانیزم طراحی •

ترکیبیاتی مزایده هاي و مزایده ها انواع •

بازي ها دینامیک •

یادگیري مسائل •

(پیشنهادي) ارزشیابی روش
نمره) درصد 60) آزمون •

نمره) درصد 20) تمرین •

نمره) درصد 20) سمینار •
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پیشنهادي علمی منابع
[1] T. Roughgarden. Twenty Lectures on Algorithmic Game Theory. Cambridge University Press, 2016.

[2] K. R. Apt and E. Grädel. Lectures in game theory for computer scientists. Cambridge University Press, 2011.

[3] Y. Shoham and K. Leyton-Brown. Multiagent systems: Algorithmic, game-theoretic, and logical founda-
tions. Cambridge University Press, 2008.

[4] N. Nisan, T. Roughgarden, E. Tardos, and V. V. Vazirani. Algorithmic game theory. Cambridge University
Press, 2007.
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شبکه مجازي سازي و نرم افزاري سازي فارسی: به درس عنوان

واحد و درس نوع Network Softwarization and

Virtualization
انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
در انقلابی که است آن مجازي سازي و شبکه کردن نرم افزاري جدید فناوري دو با دانشجویان آشنایی درس، این از هدف
کمتر، قیمت با می توانند و گرفته اند خدمت به شبکه ها ارتقاي براي را ابري بسترهاي فناوري ها این نموده اند. ایجاد ارتباطات
موبایل سیستم هاي در مذکور فناوري هاي دهند. قرار کاربران اختیار در را شبکه سرویس هاي بیشتر، انعطاف و بالاتر کیفیت

دارند. اساسی نقش ماهواره اي سیستم هاي با موبایل تجمیع در نیز و 6 و 5 نسل

سرفصل ها
(Software Defined Networks :SDN) نرم افزار با شده تعریف برشبکه هاي مقدمه اي •

mininet و (OVS) Open vSwitch APIهاي و (Emulators) مقلدها داده، صفحه •

ODL و ONOS کننده هاي کنترل و کنترل صفحه •

Tshark و شبکه مونیتورینگ •

(P4 ،Programmable Networks) برنامه پذیر شبکه هاي •

نوري برنامه پذیر WAN و برنامه پذیر (WAN) گسترده شبکه هاي برنامه پذیر، رادیویی دسترسی شبکه هاي •

6 و 5 نسل موبایل شبکه هاي و هوشمند، شهر اشیا، اینترنت در کاربردها •

و (Orchestration) هم نوازي ،(NFV) شبکه مجازي شده توابع ،(Network Virtualization) شبکه مجازي سازي •

Openstack و ابري، محاسبات بر مقدمه اي

(پیشنهادي) ارزشیابی روش
نمره درصد 40 تمرین ها: و کوئیز •

نمره درصد 30 پایان ترم: آزمون •

نمره درصد 30 پروژه: •

پیشنهادي علمی منابع
[1] B. Fetia, M. Abdelhamid, and S. Sami. Software-defined networking: Extending SDN control to large-scale

networks. Wiley-ISTE. 2022

[2] G. Pujolle. Software Networks. 2nd Edition. Wiley-ISTE. 2020
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بالا کارایی با شبکه پروتکلی پشته فارسی: به درس عنوان

واحد و درس نوع High-Performance Network Protocol

Stack
انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
ویژه تاکید است. سیستم عامل کرنل در TCP/IP پروتکل پشته پیاده سازي جنبه هاي با دانشجویان آشنایی درس، این از هدف
همانند آن کارایی افزایش شگردهاي معرفی همچنین و پروتکلی پشته این مختلف بخش هاي کارایی اندازه گیري و فهم بر

بود. خواهد DPDK و Kernel Bypass

سرفصل ها
لینوکس در وقفه مدیریت نحوه بر مروري •

lttng ،perf ،ftrace شامل لینوکس در سیستم عامل هسته (trace) ردگیري فناوري هاي معرفی •

TraceCompass مثال براي لینوکس؛ در ردگیري نمایش و پردازش ابزار معرفی •

ردگیري ابزار از استفاده با لینوکس هسته در بسته یک ارسال و دریافت کد؛ مسیر ردگیري •

اجراي سربار ارزیابی و لینوکس هسته در خاص فعالیت یک به مربوط کد کردن پیدا براي ردگیري شگردهاي آموزش •

کد آن
کارایی از مختلف متریک هاي استخراج جهت ردگیري پردازش همراه به برخط ردگیري براي eBPF فناوري معرفی •

پروتکل پشته
XDP مثال براي لینوکس؛ در TCP/IP پروتکل پشته در offloading شیوه هاي معرفی •

DPDK فناوري همانند کاربري فضاي در پروتکل پشته پیاده سازي بر مبتنی شیوه هاي معرفی •

single root I/O virtualization شگرد معرفی •

(پیشنهادي) ارزشیابی روش
نمره درصد 50 پروژه: و تمرین ها •

نمره درصد 40 پایان ترم: آزمون •

نمره درصد 10 پژوهشی: سمینار •

پیشنهادي علمی منابع
[1] B. Gregg. Systems Performance: Enterprise and The Cloud. 2nd Edition. Addison-Wesley. 2020

[2] B. Gregg. BPF Performance Tools: Linux System and Application Observability. Addison-Wesley, 2019
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غیرزمینی شبکه هاي فارسی: به درس عنوان
واحد و درس نوع Non-Terrestrial Networks (NTN) انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
این است. سنتی زمینی زیرساخت به نیاز بدون ارتباطی شبکه هاي کاربردهاي و فناوري ها اصول، بررسی درس، این از هدف
فناوري هاي بنیادي، مفاهیم با را دانشجویان و دارد تمرکز هوایی شبکه هاي و ماهواره اي شبکه هاي روي بر خاص طور به درس
شبکه هاي .1 دارد: تمرکز شبکه ها این از نوع دو روي بر درس این می کند. آشنا حوزه این فرصت هاي و چالش ها و مختلف،
کاربردهاي و می کنند؛ استفاده زمین در کاربران به ارتباطی سیگنال هاي دریافت و ارسال براي ماهواره ها از که ماهواره اي
هوایی؛ شبکه هاي دارند.2. اشیا اینترنت و مستقیم، پخش ناوبري، دور، راه ارتباطات مانند مختلف زمینه هاي در گسترده اي
استفاده اضطراري مواقع در یا دورافتاده مناطق در کاربران به ارتباطی خدمات ارائه براي ... و HAPS پهپادها، هواپیماها، از که
شبکه ها این به دسترسی که مواقعی در سنتی زمینی شبکه هاي براي جایگزین یا مکمل یک عنوان به می توانند و می کنند

گیرند. قرار استفاده مورد است، غیرممکن یا دشوار

سرفصل ها
غیرزمینی شبکه هاي معرفی •

NTN با مرتبط فنی چالش هاي و ارتباطی کانال هاي ارتباطی، پروتکل هاي شبکه، معماري •

دسترسی فناوري هاي و فرکانسی باندهاي ماهواره اي، مدارهاي ارتباطی، ماهواره هاي انواع •

کاربردي برنامه هاي و هوایی ارتباطی فناوري هاي ،NTN در استفاده مورد هوایی نقلیه وسایل •

(IoT) اشیاء اینترنت اضطراري، ارتباطات دورافتاده، مناطق در ارتباطی خدمات مانند NTN مختلف کاربردهاي بررسی •

G5 شبکه هاي و
فنی چالش هاي و عملکردي الزامات گرفتن نظر در با NTN سیستم هاي تحلیل و طراحی نحوه •

امنیت و مسیریابی منابع، تخصیص مانند NTN با مرتبط عملیاتی و مدیریتی چالش هاي بررسی •

متصل خودروهاي شبکه هاي و حسگر شبکه هاي نظامی، شبکه هاي مانند NTN خاص کاربردهاي بررسی •

NTN سیستم هاي استقرار و توسعه بر حاکم مقررات و استانداردها بررسی •

NTN آینده چشم انداز و اخیر پیشرفت هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 درسی: پروژه سه •

نمره درصد 70 پایان ترم: و میان ترم آزمون هاي •
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پیشنهادي علمی منابع
[1] A. Vanelli-Coralli, N. Chuberre, G. Masini, A. Guidotti, and M. E. Jaafari. //5G

[2] Non-Terrestrial Networks: Technologies, Standards, and System Design//. United States: Wiley, 2024.

[3] G. Maral, M. Bousquet, Z. Sun. Satellite Communications Systems: Systems, Techniques and Technology.
United Kingdom: Wiley, 2020.

[4] V. Mohindru, Y. Singh, R. Bhatt, and A. K. Gupta. Unmanned Aerial Vehicles for Internet of Things (IoT):
Concepts, Techniques, and Applications. United Kingdom: Wiley, 2021.

[5] Y. Zeng, I. Guvenc, R. Zhang, G. Geraci, D. W. Matolak. UAV Communications for 5G and Beyond. United
Kingdom: Wiley, 2020.
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داده مرکز شبکه هاي فارسی: به درس عنوان
واحد و درس نوع Data Center Networks انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
درس این است. داده مراکز شبکه سازي به مربوط طراحی هاي و تکنیک ها فناوري ها، با دانشجویان آشنایی درس، این از هدف
پروتکل هاي خطا، تحمل پذیري شبکه، مجازي سازي بار، توزیع چندمسیره، مسیریابی و توپولوژي ها نظیر مفاهیمی بر تمرکز با
موثر طور به داده مراکز واقعی محیط هاي در تا می سازد قادر را دانشجویان داده، مرکز ترافیک ویژه تراکم کنترل و حمل لایه

کنند. عمل

سرفصل ها
و اضطراري برق تامین مطبوع، تهویه سیستم ساختارمند، کابل کشی رك، (چیدمان داده مرکز سازماندهی و معماري •

پشتیبان).
flowlet ،Conga ،ECMP ،Jellyfish ،BCube ،VL2 ،leaf-spine ،Fat-Tree) مسیریابی و چندمسیره توپولوژي هاي •

.(... و
.(... و pseudo IP آدرس هاي ،PortLand و pseudo MAC (آدرس هاي مجازي ماشین هاي دهی آدرس •

،VXLAN ،MPLS تونلینگ ،3 و 2 لایه مجازي شبکه هاي ،multi-tenant داده مراکز در مجازي شبکه سازي •

.EVPN ،NVGRE

خطا پذیري تحمل و داده مرکز بار توزیع •

،MPTCP ،D2TCP ،DCTCP شامل داده مرکز خاص حمل لایه پروتکل هاي ،TCP incast و جریان ها همزمانی •

.PDQ ،D3

.(SAN و NAS ،DAS) داده مرکز در ذخیره سازي فناوري هاي •

شبکه. توابع مجازي سازي و داده مرکز نرم افزار-محور کنترل •

تشخیص سیستم هاي آتش، (دیواره مقابله اي و پیشگیرانه امنیتی راهکارهاي داده، مراکز در رایج امنیتی تهدیدات •

.(... و نفوذ
.(... و بلاك چین مصنوعی، (هوش داده مرکز شبکه هاي حوزه در نوظهور فناوري هاي •

تجارب از آموخته درس هاي و شده پیاده سازي راهکارهاي و چالش ها تحلیل داده، مرکز از واقعی نمونه هاي بررسی •

واقعی.

(پیشنهادي) ارزشیابی روش
نمره درصد 20 ترم: طول در تمرین ها و فعالیتها •

نمره درصد 30 میان ترم: آزمون •
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نمره درصد 35 پایان ترم: آزمون •

نمره درصد 15 پایانی: پروژه ي •

پیشنهادي علمی منابع
[1] H. Geng. Data Center Handbook. John Wiley & Sons, 2015

[2] G. Lee. Cloud Networking: Understanding Cloud-based Data Center Networks. Morgan Kaufmann, 2014.

[3] L. A. Barroso, J. Clidaras, and U. Hölzle. The Datacenter as a Computer: An Introduction to the Design of
Warehouse-Scale Machines. 2nd Edition, 2013

[4] D. Abts and J. Kim. High Performance Datacenter Networks: Architectures, Algorithms, and Opportunities.
Morgan & Claypool, 2011.
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شبکه ادوات معماري فارسی: به درس عنوان
واحد و درس نوع Architecture of Network Elements انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
است. کامپیوتري شبکه هاي در (افزاره ها) ادوات ارزیابی و پیاده سازي طراحی، اصول با دانشجویان آشنایی درس، این از هدف
مسیر بخش در افزاره یک معماري می شود. تقسیم کنترل و داده مسیر بخش دو به افزاره یک وظایف عمومی، حالت در
اصلی وظیفه با سوئیچینگ، واحد و بسته ها، جلورانی و ترافیک مدیریت اصلی وظایف با ورودي/خروجی، واحد شامل داده
یک داشتن براي نیاز مورد فنون با واحدها، این وظایف فراگیري ضمن دانشجویان درس، این در است. بسته ها سوئیچینگ
رسیدن براي نیاز مورد تکنیک هاي است، مسیریاب شبکه افزاره مهم ترین که آن جایی از می شوند. آشنا نیز بالا کارایی با افزاره

می گیرند. قرار بررسی مورد یاب مسیر یک بالاي کارایی به

سرفصل ها
بالا کارایی با IP مسیریاب هاي معماري •

(IPv6 مسیریابی سخت افزاري روش هاي ،Trie بر مبتنی (الگوریتم هاي مسیریابی جدول در جستجو •

بر مبتنی الگوریتم هاي اکتشافی، الگوریتم هاي هندسی، الگوریتم هاي ،Trie بر مبتنی (روش هاي بسته ها طبقه بندي •

(TCAM

جریان ها) تجمیع سطح در جریان، سطح در بسته، سطح (در ترافیک مدیریت •

سوئیچینگ) واحد در صف بندي استراتژي هاي ،switch fabric بندي دسته و پایه (مفاهیم بسته اي سوئیچینگ اصول •

(CAM و پیوندي لیست (روش هاي مشترك حافظه با سوئیچ هاي •

و Randomized Matching الگوریتم هاي ،VOQ بر مبتنی سوئیچ هاي در (زمان بندي ورودي صف با سوئیچ هاي •

(Maximum Matching ،Maximal Matching

سوئیچ و Shuffle exchange ،Tandem Banyan ،Batcher Banyan) Banyan شبکه بر مبتنی سوئیچ هاي •

چندپخشی)
شبکه هاي ،(P4) برنامه ریزي قابل شبکه هاي هسته اي، چند شبکه (پردازشگرهاي مدرن شبکه هاي ادوات معماري - •

(FPGA بر مبتنی
شبکه) وظایف مجازي سازي نرم افزار-محور، (شبکه سازي کامپیوتري شبکه هاي افزاره هاي معماري در تکمیلی مباحث •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایان ترم: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] J. Chao, and B. Liu. High Performance Switches and Routers. Wiley, 2007.

[2] I. Elhanany and M. Hamdi. High Performance Packet Switching Architectures. Springer, 2007.

[3] L. L. Peterson, C. Cascone, B. O’Connor, T. Vachuska, and B. Davie. Software-Defined Networks: A
Systems Approach. Systems Approach LLC, 2021

[4] D. Reforgiato and F. Battaglia. NetFPGA Architecture and Hardware Description: An insight of the
NetFPGA platform. LAP LAMBERT Academic Publishing, 2012.

[5] A. Khalid. High Speed NetFPGA Router: A step by step guide on developing a High speed router on
NetFPGA board. LAP LAMBERT Academic Publishing, 2012.
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نوري شبکه هاي فارسی: به درس عنوان
واحد و درس نوع Optical Networks انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
ملاحظات و اجزاء عملکرد مباحث بین توازن حفظ با نوري فیبر ارتباطی فناوري هاي با دانشجویان آشنایی درس، این از هدف
پاسخ و LED مدولاسیون لیزر، ساخت، مشکلات و عملکرد پارامترهاي شامل مطالب عمده است. سیستم کلان طراحی

می باشد. اخیر کاربردهاي و پیشرفت ها نوري، فیبر مزایاي اتصال، و پیوند تحلیل و تجزیه آشکارساز،

سرفصل ها
حالته، تک نظیر: آن انواع و فیبر ساختار ،QAM ،QPSK ،DWDM ،TDM معماري هاي (شامل: نوري فیبر مبانی •

اسپلایس و اتصالات مدرج)، پله اي، شاخص حالته، چند
خاص، فیبرهاي نظیر: تلفات کاهش راهکارهاي و پراکندگی جذب، تضعیف، مباحث (شامل: نوري فیبر در تلفات •

ها) کننده تقویت
کل) پراکندگی قطبی، حالت پراکندگی موج، هدایت پراکندگی مواد، پراکندگی بین وجهی، (پراکندگی پراکندگی اثر •

فرکانسی) پاسخ پاور، ولتاژ ویژگی هاي طیفی، ویژگی هاي نیمه هادي، لیزرهاي لیزرها، و (LED ها نوري منابع •

و منسجم تشخیص نویز، مفاهیم شامل نوري تشخیص آن ها، عملکرد و APD و P-I-N (فتودیودهاي آشکارسازها •

غیرمنسجم)
مفهوم سوئیچ، کوپلرو نظیر: نوري دستگاه هاي کاربرد و عملکرد نوري، مدولاسیون (انواع سیستم طراحی ملاحظات •

نوري) کننده هاي تقویت کاربرد و انواع نوري، شبکه هاي در WDM

تک توپولوژي ها: انواع بررسی و نوري فیبر شبکه هاي تشکیل دهنده اصلی اجزاي (معرفی نوري شبکه هاي معماري •

فوتونیک) هیبرید، هاپ، چند هاپ،
داده، مراکز براي نوري شبکه هاي طراحی ،(Fiber To The X) FTTX کاربردهاي و (مفاهیم خاص شبکه هاي طراحی •

کوانتومی) کلید توزیع شبکه هاي بررسی و معرفی

(پیشنهادي) ارزشیابی روش
نمره درصد 20 تمرین ها: •

نمره درصد 65 پایانی: و میان ترم آزمون هاي •

نمره درصد 15 پروژه: •
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پیشنهادي علمی منابع
[1] G. Keiser. Optical Fiber Communications. 4th Edition McGraw-Hill, 2010.

[2] M. Sibley.Optical Communications: Components and Systems. 3rd Edition. springer, 2020.

[3] S. Kumar and M. J. Deen. Fiber Optic Communication Systems. Wiley 2014.
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ذخیره سازي شبکه هاي فارسی: به درس عنوان
واحد و درس نوع Storage Networks انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
است. سازمانی سطح در داده ذخیره سازي به مربوط راه حل هاي و اصول مفاهیم، با دانشجویان آشنایی درس، این از هدف
سرورها به ذخیره سازي دستگاه هاي اتصال منظور به که دارد تمرکز ذخیره سازي شبکه هاي روي بر خاص طور به درس این

می شوند. استفاده داده ها مدیریت و اشتراك گذاري به براي شبکه دستگاه هاي سایر و

سرفصل ها
داده ذخیره سازي مفاهیم بر مروري •

ذخیره سازي شبکه هاي اهمیت و معرفی •

(Direct Attached Storage) مستقیم اتصال با ذخیره سازي •

(Network-Attached Storage) شبکه به متصل ذخیره سازي •

(Storage Area Network) ذخیره سازي ناحیه شبکه •

ابري ذخیره سازي •

ذخیره سازي شبکه نوع انتخاب در مؤثر عوامل •

ذخیره سازي دستگاه هاي •

ذخیره سازي آرایه هاي •

ذخیره سازي شبکه سوئیچ هاي •

ذخیره سازي مدیریت نرم افزار •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 درسی: پروژه سه •

نمره درصد 70 پایان ترم: و میان ترم آزمون هاي •

پیشنهادي علمی منابع
[1] G. Blokdyk. Storage Area Network A Complete Guide. 5STARCooks, 2020.

[2] J. Tate. Introduction to Storage Area Networks. United States: IBM Redbooks, 2018.

[3] J. O’Reilly. Network Storage: Tools and Technologies for Storing Your Company’s Data. Netherlands:
Elsevier Science, 2016.
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ابري رایانش فارسی: به درس عنوان
واحد و درس نوع Cloud Computing انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مکانیزم ها و روال ها سایر و ابري امنیت ابري، زیرساخت هاي ابري، رایانش مزایاي جمله از مفاهیمی با دانشجو درس این در
پایان در می شود. پرداخته ابر با مرتبط نوظهور روندهاي و فناوري ها به درس این در همچنین می شود. آشنا ابري رایانش در

شد. خواهند معرفی نیز محبوب ابري بسترهاي هاي خدمات و تجاري ابرهاي

سرفصل ها
ابري ارائه دهندگان سرویس هاي و ترکیبی) - خصوصی - عمومی (ابر ابري رایانش عمومی مفاهیم •

ابري داده مراکز طراحی اساسی مفاهیم •

گنجانه ها و مجازي ماشین هاي بر تاکید با سازي مجازي روش هاي •

ریزسرویس ها بر مروري •

(..،IPFS ،HDFS ،GFS) توزیعی فایل سیستم هاي •

(Spark ،Map-Reduce) کلان داده پردازش •

خوشه اي رایانش مفاهیم •

(..،Yarn ،Mesos) خوشه و ابر رایانش در زمان بندي •

(Omega ،Borg) خوشه مدیریت •

سرور بدون رایانش •

ماشین یادگیري و گراف پردازش هاي و خصوصی حریم امنیت، •

ابري داده مراکز در انرژي مصرف بهینه سازي •

(پیشنهادي) ارزشیابی روش
نمره درصد 70 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 30 نیم سال: پایان آزمون •



324 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

پیشنهادي علمی منابع
[1] L. Wang, R. Ranjan, J. Chen, and B. Benatallah. Cloud Computing: Methodology, Systems, and Applica-

tions. CRC Press, 2017.

[2] N.Poulton. The Kubernetes Book. kindle Edition, 2024.

[3] N. K. Sehgal, P. C. P. Bhatt, and J. M. Acken. Cloud Computing with Security and Scalability. Concepts
and Practices. 3rd Edition, Springer, 2023.

[4] R. Buyya, C. Vecchiola, S. Selvi. Mastering cloud computing: foundations and applications programming.
Newnes, 2013.

[5] S. Murugesan and I. Bojanova. Encyclopedia of cloud computing. John Wiley and Sons, 2016.
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برق هوشمند شبکه هاي فارسی: به درس عنوان
واحد و درس نوع Smart Grid Networks انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
شبکه هاي پیاده سازي و طراحی چگونگی انرژي، هوشمند شبکه هاي فناوري هاي با دانشجویان آشنایی درس، این از هدف
خاص حملات با مقابله و امنیت ملاحظات تحلیل شبکه اي، ارتباطات معماري هاي و پروتکل ها بررسی حوزه، این در ارتباطی

است. شبکه این در

سرفصل ها
انرژي مصرف و توزیع انتقال، تولید، شبکه پایه مفاهیم شامل مقدمه •

خطوط بر مبتنی ارتباطات ،6 و 5 نسل سلولی و بی سیم شبکه ،IP بر مبتنی برق شبکه کنترل و ارتباطی معماري هاي •

SCADA و انتقال
مرتبط استانداردهاي و پروتک لها و درشت شبکه؛ و ریزشبکه •

قابل هیبرید و برقی خودروي ،(PMU) فازور اندازه گیري و (AMI) پیشرفته اندازه گیري زیرساخت سنسور، شبکه •

(PHEV) شبکه به اتصال
(DR) تقاضا پاسخ گویی و هوشمند ساختمان •

مجازي نیروگاه هاي و تولید، خودکارسازي و انعطاف پذیر پراکنده تولید •

انواع با مقابله و شبکه طراحی در آن ملاحظات و خصوصی حریم و محرمانگی تمامیت، شامل امنیت چالش هاي •

هوشمند شبکه حملات

(پیشنهادي) ارزشیابی روش
نمره درصد 20 پروژه: و تمرین ها •

نمره درصد 65 پایان ترم: و میان ترم آزمون هاي •

نمره درصد 15 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] J. Momoh. Smart Grid: Fundamentals of Design and Analysis. 1st Edition. Wiley. 2012

[2] M. S. Thomas and J. D. McDonald. Power System SCADA and Smart Grids. 1st Edition. CRC press. 2020

[3] M. Kamran.Fundamentals of Smart Grid Systems. Academic Press. 2022

[4] S. Borlase. Smart Grids: Advanced Technologies and Solutions. Second Edition. CRC Press. 2017



326 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

کامپیوتري شبکه هاي براي عملیات و توسعه فارسی: به درس عنوان
واحد و درس نوع DevOps for Computer Networking انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
نحوه از جامعی درك تا است شبکه زیرساخت مدیریت در DevOps روش هاي و اصول با آشنایی درس، این از هدف
دوره این گردد. ایجاد شبکه عملیات در بیشتر کارایی و چابکی به دستیابی براي شبکه استقرار و پیکربندي خودکارسازي،
شبکه نظارت ،(CI/CD) مستمر یکپارچه سازي/تحویل مستمر تولید خطوط ،(IaC) کد عنوان به زیرساخت نظیر مباحثی به

می پردازد. نرم افزار توسعه دهندگان و شبکه مهندسان بین همکاري اصول و تله متري با

سرفصل ها
شبکه) مدیریت در DevOps مزایاي سنتی، شبکه مدیریت (چالش هاي شبکه براي DevOps بر مقدمه اي •

،Chef ،Ansible ،Terraform :IaC (ابزارهاي شبکه پیکربندي خودکارسازي براي (IaC) کد عنوان به زیرساخت •

(IaC پیکربندي هاي براي نسخه کنترل و شبکه پیکربندي هاي و دستگاه ها براي IaC قالب هاي نوشتن
خطوط طراحی شبکه، اتوماسیون براي CI/CD مزایاي و (اصول شبکه ها براي (CI/CD) مستمر یکپارچه سازي/تحویل •

براي مستمر استقرار استراتژي هاي ،CI/CD در شبکه اعتبارسنجی و تست ادغام شبکه، تغییرات براي CI/CD تولید
شبکه) به روزرسانی

براي اسکریپت نویسی زبان هاي ،(RESTCONF ،NETCONF (شامل: شبکه اتوماسیون APIهاي و ابزارها •

شبکه) وظایف خودکارسازي
ابزارهاي با شبکه دستگاه هاي پیکربندي مدیریت ،(Puppet و Ansible (مانند شبکه ها براي پیکربندي مدیریت •

پیکربندي مدیریت
اجراي و طراحی گرافانا)، (پرومتئوس، شبکه نظارت ابزارهاي تله متري، داده (جمع آوري تله متري با شبکه نظارت •

نظارت) داده هاي با شبکه مسائل عیب یابی و هشدار شبکه، نظارت داشبوردهاي
خودکارسازي ابري، محیط هاي در پیکربندي مدیریت و شبکه (اتوماسیون چندگانه ابري شبکه براي DevOps •

(GCP ،Azure ،AWS عمومی ابرهاي در استقرارها
براي امن کدگذاري شیوه هاي خودکار، استقرارهاي و IaC امنیتی (تأثیرات شبکه براي DevOps در امنیت •

شبکه) اتوماسیون اسکریپت هاي
شیوه ها بهترین شبکه، براي DevOps پیاده سازي هاي از واقعی موردي (مطالعات شیوه ها بهترین و موردي مطالعات •

شبکه) براي DevOps در پیشرفت ها و آینده روندهاي بررسی شبکه، عملیات و استقرارها خودکارسازي براي

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •
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نمره درصد 50 پایان ترم: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] S. Armstrong. DevOps for Networking. Packt Publishing Ltd, 2016.

[2] T. Uphill, J. Arundel, N. Khare, H. Saito, H. C. Lee, and K. C. Hsu. DevOps: Puppet, Docker, and
Kubernetes. Packt Publishing Ltd, 2017.

[3] L. Bass, I. Weber, and L. Zhu. DevOps: A Software Architect’s Perspective. Addison-Wesley, 2015.
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کاربردي رمزنگاري فارسی: به درس عنوان
واحد و درس نوع Applied Cryptography انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
صحت و اصالت، تصدیق محرمانگی، مانند خدمت هایی آوردن فراهم براي اطلاعات از محافظت توابع مطالعه درس این هدف
مورد ریاضی مبانی منظور، این براي است. نظر مورد نیز آن ها تحلیل و طراحی اصول توابع، این معرفی بر علاوه است. پیام

می گیرند. قرار بحث مورد نیاز

سرفصل ها
لازم زمینه هاي پیش و مقدمه •

کلاسیک رمزنگاري •

مدرن رمزنگار سیستم هاي •

تفاضلی و خطی تحلیل روش هاي و قطعه اي رمز الگوریتم هاي تحلیل •

رمزنگاري الگوریتم هاي مطلوب S-box طراحی و ویژگیها •

رمز سیستم هاي سایر و عمومی کلید با رمزنگاري •

اول اعداد تولید •

اصالت تصدیق طرح هاي سایر و داده ها صحت و اصالت تصدیق •

رقمی امضاي طرح هاي و مفاهیم •

امن درهم سازي توابع طرح هاي •

هش توابع تحلیل •

کلید مدیریت •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 تمرین ها: •

نمره درصد 60 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] J. Katz and Y. Lindell. Introduction to Modern Cryptography: Principles and Protocols. Chapman &

Hall/CRC Press, 3rd Edition, 2020.

[2] J. Seberry and J. Pieprzyk. Cryptography: An Introduction to Computer Security. Prentice-Hall, 1992.

[3] B. Schneier. Applied Cryptography: Protocols, Algorithms and Source Code in C. John-Wiley & Sons Inc.,
1996.

[4] C. Meyer, S. Metyas. Cryptography: A New Dimension in Computer Data Security. John-Wiley & Sons
Inc., 1982.

[5] A. J. Menezes. Elliptic Curve Public Key Cryptosystems. Kluwer Academic Publishers, 1993.
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کدینگ و اطلاعات نظریه فارسی: به درس عنوان
واحد و درس نوع Coding and Information Theory انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
فشرده سازي در آن کاربردهاي و کدینگ و اطلاعات نظریه پیشرفته و پایه اي مفاهیم با دانشجویان آشنایی درس این از هدف

است. مرتبط زمینه هاي دیگر و رمزنگاري خطا، تصحیح داده ها،

سرفصل ها
متقابل اطلاعات و نسبی آنتروپی آنتروپی، •

Rel-) متقابل اطلاعات و نسبی آنتروپی ،(Conditional Entropy) شرطی آنتروپی ،(Joint Entropy) توام آنتروپی •

متقابل. اطلاعات و آنتروپی رابطه ،(ative entropy and Mutual Information

نامعادله هاي آن، کاربردهاي و سام لاگ نامعادله آن، نتایج و جانسون نامعادله ،(Chain Rules) زنجیره اي قوانین •

فانو و داده پردازش
نرخ توابع ،(Entropy Rate) آنتروپی نرخ ،(Markov Chains) مارکوف زنجیره هاي تصادفی، فرایند آنتروپی نرخ •

آنتروپی
منبع کدگذاري از مثال هایی منبع، اطلاعات فشرده سازي •

یکتا، به طور شونده باز کدهاي و کرافت نامساوي بهینه، کد طول کران هاي بهینه، منبع کدهاي کرفت، نامساوي •

الیاس - فانو - شانو کد هافمن، بهینگی و هافمن کدهاي
کانال ظرفیت از مثال هایی کانال، ظرفیت •

همینگ کدهاي کانال، ظرفیت براي شانون قضیه کانال، ظرفیت خواص متقارن، کانال هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 تمرین ها: •

نمره درصد 65 پایان ترم: و میان ترم آزمون هاي •

نمره 15درصد پروژه: •

پیشنهادي علمی منابع
[1] T. Cover and J. Thomas. Elements of Information Theory. 2nd Edition. John Wiley & Sons, 2012.

[2] R. M. Gray. Entropy and Information Theory. Springer Science & Business Media, 2011.

[3] I. Csiszár and J. Körner. Information theory: Coding Theorems for Discrete Memoryless Systems. Cam-
bridge University Press, 2011.
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تصادفی فرایندهاي فارسی: به درس عنوان
واحد و درس نوع Stochastic Processes انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
کـه هـایی سـیگنال تحلیل نحوه و تصادفی فرایندهاي مورد در نظري پایه هاي با دانشجویان آشنایی درس، این از هدف

می باشد. هستند، آماري و زمانی مولفه هاي داراي

سرفصل ها
درس. این براي نیاز مورد موضوعات بر تکیه با احتمال نظریه فشرده ي مرور •

تصادفی فرایندهاي معرفی •

توان طیف چگالی و همبستگی توابع •

ارگادیسیتی و گردشی ایستان ایستانی، مفاهیم •

تصادفی فرایندهاي و سیستم ها •

مارکوف مارتینگل، گوسی، تصادفی، زدن قدم پواسان، تصادفی فرایندهاي •

کارهونن-لوئو بسط و فوریه سري پایه: سیگنال هاي حسب بر تصادفی فرایندهاي نمایش •

تصادفی سیگنال هاي طیفی نمایش •

طیف تخمین •

مربعات میانگین کمینه تخمین •

صف نظریه بر مقدمه اي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 پروژه: و تمرین ها •

نمره درصد 70 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] A. Papoulis and S. U. Pillai: Probabilitly, Random Variables and Stochastic Processes. 4th Edition,

McGraw- Hill, 2002.

[2] A. Leon- Garcia: Probability, Statistics, and Random Processes for Electrical Engineering. 3rd Edition,
Prentice
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پیچیده شبکه هاي تحلیل فارسی: به درس عنوان
واحد و درس نوع Complex Networks Analysis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
در می باشد. پیچیده شبکه اي و گرافی داده هاي پردازش و تحلیل تکنیک هاي با دانشجویان نمودن آشنا درس این هدف
مرتبط، مختلف مسائل همچنین می گردند. تحلیل تجربی و نظري صورت به آن ها انواع و پیچیده شبکه هاي درس، این
و جوامع ساختار پیوند ها، تحلیل شکل گیري، فرایند هاي انتشار، بهینه سازي تاثیر، بیشینه سازي تصادفی، مدل هاي قبیل از

می گیرند. قرار بررسی مورد بازنمایی یادگیري و پیوندها پیش بینی خوشه بندي،

سرفصل ها
پیچیده. شبکه هاي تحلیل ساده روش هاي با آشنایی مثال ها، و کاربردها پیچیده، شبکه هاي معرفی مقدمه: •

غول پیکر، جزء درجه، توزیع قبیل از آن گوناگون جنبه هاي تجربی و نظري تحلیل و تجزیه و تصادفی گراف مدل •

قطر. و خوشه بندي ضریب
مدل ها. عملی و نظري تحلیل و تجزیه کوچک، دنیاي مدل هاي کوچک، دنیاي پدیده •

.submodular بهینه سازي پیچیده، شبکه هاي در تاثیر کردن بیشینه پیچیده، شبکه هاي در اطلاعات آبشاري رفتار •

.CELF الگوریتم پیچیده، شبکه هاي در شیوع کشف •

آن. تجربی و نظري تحلیل و ترجیحی اتصال توانی، درجه توزیع پیچیده، شبکه هاي تشکیل فرایندهاي •

کاربردها. شخصی شده، صفحه رتبه الگوریتم صفحه، رتبه الگوریتم ،HITTS الگوریتم پیوندها، ساختار تحلیل و تجزیه •

الگوریتم هاي پیمانگی، نیومن، گیروان الگوریتم پیچیده، شبکه هاي در خوشه ها و انجمن ها ساختار ضعیف، روابط قدرت •

سریع. پیمانگی بهینه سازي نظري، تحلیل پیچیده، شبکه هاي خوشه بندي براي طیفی
.AGM الگوریتم ،CPM الگوریتم ،NCP نمودار پیچیده، شبکه هاي در همپوشان خوشه هاي و انجمن ها •

نزدیکی. معیارهاي بر مبتنی روش هاي یادگیري، بر مبتنی روش هاي پیچیده، شبکه هاي در پیوند پیش بینی •

.node2vec الگوریتم ،deepwalk الگوریتم پیچیده، شبکه هاي در بازنمایی یادگیري •

پیچیده. شبکه هاي ساختار استنتاج آن ها، مختلف معماري هاي و گرافی عصبی شبکه هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] D. Easley and J. Kleinberg. Networks, Crowds, and Markets: Reasoning about a Highly Connected World.

Cambridge University Press, 2010.

[2] T. Christiano Silva and L. Zhao. Machine Learning in Complex Networks. Springer, 2016.

[3] M. Newman. Networks. Oxford University Press, 2018.
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بلوکی زنجیره هاي فارسی: به درس عنوان
واحد و درس نوع Blockchains انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
و نماید عرضه بلوکی زنجیره هاي با مرتبط فناوري هاي و علم از جامع درکی دانشجویان به که است آن درس این هدف
رمزنگاري، مانند بلوکی زنجیره هاي اصلی جوانب به عمیقاً دانشجویان کند. تشریح را مختلف صنایع بر آن تأثیر و کاربردها
می کنند. بررسی را آن واقعی چالش هاي و استفاده موارد همچنین و پرداخته هوشمند قراردادهاي و توزیع شده سیستم هاي

سرفصل ها
بلوکی زنجیره هاي فناوري معرفی •

بلوکی زنجیره هاي در امنیت و رمزنگاري •

توافق مکانیزم هاي و توزیع شده سیستم هاي •

بلوکی زنجیره سامانه هاي ایجاد و برنامه نویسی •

غیرمتمرکز برنامه هاي و هوشمند قراردادهاي •

بلوکی زنجیره هاي توسعه ابزارهاي و پلتفرم ها •

بلوکی زنجیره هاي عملکرد و مقیاس پذیري قابلیت •

بلوکی زنجیره هاي حقوقی و تنظیمی جنبه هاي •

صنایع در بلوکی زنجیره هاي از استفاده موارد •

بلوکی زنجیره هاي ناشناسی و خصوصی حریم •

بلوکی زنجیره هاي استانداردهاي و تعامل پذیري •

(پیشنهادي) ارزشیابی روش
نمره درصد 60 پایان ترم: و میان ترم آزمون هاي •

نمره درصد 40 درسی: پروژه هاي •
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پیشنهادي علمی منابع
[1] J. Riposo. Some Fundamentals of Mathematics of Blockchain. Springer, 2023.

[2] A. Banafa. Introduction to Blockchain Technology. River Publishers Series in Rapids in Computing and
Information Science and Technology. 2024.

[3] R. Garg. Blockchain for Real World Applications. Wiley, 2023.

[4] T. Clohessy. Blockchain in Supply Chain Digital Transformation. CRC press, 2023.

[5] S. Stawicki. Blockchain in Healthcare: From Disruption to Integration. Springer, 2023.

[6] A. M. Antonopoulos and D. A. Harding. Mastering Bitcoin. O’Reilly Media, Inc., 2023.
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عمیق یادگیري فارسی: به درس عنوان
واحد و درس نوع Deep Learning انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
این است. مسائل انواع حل در رویکرد این کاربرد و عصبی رایانش اصول و مفاهیم با دانشجویان نمودن آشنا درس این هدف
خواهد تمرکز زمینه این در یافته ها جدیدترین و عمیق شبکه هاي روي بر عصبی، رایانش اصلی مفاهیم آموزش بر علاوه درس

کرد.

سرفصل ها
کاربردها پیاده سازي، روش هاي تاریخچه، انگیزه، و تعریف عصبی: رایانش معرفی •

تعمیم و حفظ قدرت چندلایه، شبکه هاي آدالین، و پرسپترون پردازشگر واحدهاي شبکه، گراف جلورو: شبکه هاي •

زمانی سري هاي پیش بینی در کاربرد شبکه، آموزش مختلف روش هاي خطا، پس انتشار قانون جلورو: شبکه هاي •

شونده متکامل خودسازمانده ویژگی نقشه هاي خودسازمانده، ویژگی نقشه و رقابتی یادگیري •

متراکم شبکه باقیمانده اي، شبکه آن، توسعه هاي و پیچشی شبکه •

انقباضی و پشته اي نویزگیر نویزگیر، تنک، شده، تنظیم پایه، خودکدگذار شبکه هاي خودکدگذار: شبکه هاي •

پخشی مدلهاي تقابلی، مولد شبکه تغییراتی، خودکدگذار شبکه مولد: مدل هاي •

دروازه دار بازرخدادي واحد بلند، کوتاه-مدت حافظه معمولی، بازرخدادي واحد بازرخدادي: شبکه هاي •

زمانی سري هاي پیش بینی در کاربرد کامل، بازگشتی جردن، المن، شبکه هاي معماري ها، بازرخدادي: شبکه هاي •

عمیق باور شبکه هاي محدود، بولتزمن ماشین بولتزمن، ماشین آن: توسعه هاي و بولتزمن ماشین •

جی-پی-تی برت، ترانسفورمر، مدل توجه، انواع توجه: مکانیزم •

نمونه کاربردهاي تقویتی، یادگیري در عمیق عصبی شبکه هاي تقویتی، یادگیري معرفی عمیق: تقویتی یادگیري •

(پیشنهادي) ارزشیابی روش
نمره درصد 50 پروژه ها: و ین ها تمر •

نمره درصد 20 مطالعاتی: گزارش •

نمره درصد 30 نیم سال: پایان آزمون •
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پیشنهادي علمی منابع
[1] I. Goodfellow, Y. Bengio, and A. Courville. Deep Learning. MIT Press, 2016.

[2] A. Zhang, Z. C. Lipton, M. Li and A. J. Smola. Dive into Deep Learning. 2021.

[3] S. Samarasinghe. Neural Networks for Applied Sciences and Engineering. Taylor & Francis, 2006.

[4] S. Haykin. Neural Networks and Learning Machines. Prentice-Hall, 2009.
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عمیق تقویتی یادگیري فارسی: به درس عنوان
واحد و درس نوع Deep Reinforcement Learning انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
روش هاي سپس و میشوند معرفی مارکوف مدل هاي ابتدا درس این در است. عمیق تقویتی یادگیري با آشنایی درس این هدف

میگیرند. قرار بررسی مورد نقاد و عامل و ارزش توابع سیاست، بر مبتنی

سرفصل ها
مارکوف تئوري •

تقلیدي یادگیري •

عمیق تقویتی یادگیري چارچوب •

سیاست بر مبتنی عمیق تقویتی یادگیري •

نقاد و عامل بر مبتنی عمیق تقویتی یادگیري •

ارزش توابع بر مبتنی عمیق تقویتی یادگیري •

مدل بر مبتنی عمیق تقویتی یادگیري •

عمیق تقویتی یادگیري در اکتشاف روش هاي •

معکوس عمیق تقویتی یادگیري •

برخط غیر عمیق تقویتی یادگیري •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] R. S. Sutton and A. G. Barto. Reinforcement Learning: An Introduction. 2nd ed., The MIT Press 2018.

[2] S. Ravichandiran. Deep Reinforcement Learning with Python. 2nd ed., Packt Publishing 2020.
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سیار شبکه هاي فارسی: به درس عنوان
واحد و درس نوع Mobile Networks انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مدل سازي، جنبه هاي بر تاکید با و 3 و 2 لایه هاي بر تمرکز با سیار و بی سیم شبکه هاي با عمیق آشنایی درس این از هدف
ساخت یافته، بی سیم شبکه هاي شامل درس این مباحث است. مربوطه پروتکل هاي بهینه سازي و طراحی و کارایی، تحلیل
در مطرح فناوري جدید مرزهاي این، بر علاوه است. بین خودرویی شبکه هاي و توري، حسگر، موردي، سیار شبکه هاي
این در نیز موبایل لبه محاسبات و موبایل ابري محاسبات پهپاد)، بر (مبتنی هوایی بی سیم شبکه هاي شامل سیار شبکه هاي

می گیرد. قرار توجه مورد درس

سرفصل ها
زیرساخت بر غیرمبتنی و زیرساخت بر مبتنی سیار و بی سیم شبکه هاي انواع اولیه، مفاهیم •

سرویس کیفیت نیازمندي هاي و کاربردها •

گسترده باند پهناي با سیستم هاي و MIMO؛ جمله از بی سیم ارتباطات در پایه مدل هاي و روش ها مفاهیم، •

RSMA ،NOMA ،TDMA ،OFDMA ،CDMA شامل چندگانه دسترسی روش هاي انواع •

و CSMA/CA ،CSMA ،Aloha شامل (WLANs) سیم بی محلیّ شبکه هاي و تصادفی دسترسی روش هاي انواع •

IEEE 802.11 ،IEEE 802.11e،.IEEE 802.11-DCF ،WLAN پروتکل هاي
(MANETs) موردي سیّار شبکه هاي •

(WMNs) بی سیم توري شبکه هاي •

(WSNs) بی سیم حسگر شبکه هاي •

(VANETs) بین خودرویی شبکه هاي •

(MEC) سیار لبه محاسبات و سیار ابري محاسبات •

پهپاد بر مبتنی سیار شبکه هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 60 پایان ترم: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: سمینار •
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پیشنهادي علمی منابع
[1] A. Kumar, D. Manjunath, and J. Kuri. Wireless Networking. Morgan Kaufmann. 2008.

[2] C. M. Cordeiro and D. P. Agrawal. Ad-Hoc and Sensor Networks: Theory and Applications. 2nd Edition,
World Scientific. 2011.

[3] K. Al Agha, G. Pujolle, T. Ali-Yahiya. Mobile and Wireless Networks. Wiley, 2016

[4] M. Hassan. Wireless and Mobile Networking. Routledge, 2022
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کوانتومی شبکه هاي فارسی: به درس عنوان
واحد و درس نوع Quantum Networks انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
پیش نیازهاي پایه ها، و مقدمه بخش در است. کوانتومی شبکه هاي کاربردهاي و نظریه با دانشجویان آشنایی درس، این از هدف
هستند، لازم کوانتومی اطلاعات سیستم هاي مطالعه براي که نویز و کیوبیت پایه مفاهیم و شده ارائه جبرخطی ریاضیاتی
بر مبتنی و آورنده فراهم سیستم هاي و کوانتومی اطلاعات از عمیق تري دانش دانشجویان دوم، بخش در می شود. تدریس
تکرارکننده موجودیت هاي به نیاز آن مبناي بر و می شود تشریح تضعیف مهم مفهوم بخش این در می آورند. به دست آن
سوم، بخش در می شود. معرفی کوانتومی کلید توزیع نام به کوانتومی اطلاعات مهم کاربردهاي از یکی سپس می شود. مطرح
سطح مسیریابی تا لینک سطح از معماري این اجراي و شده آشنا کوانتومی شبکه یک بالاي سطح معماري با دانشجویان

می گردد. مطالعه و بررسی شبکه

سرفصل ها
اندازه گیري و کیوبیت کوانتوم، مکانیک موضوعه اصول شکاف، دو آزمایش و درس معرفی •

انسجام و چگالی ماتریس نویز، •

دورنوردي و ابرچگال کدگذاري تنیدگی، درهم •

امکان ناپذیري قضایاي •

فاز زدن پس •

BB84 پروتکل •

تنیدگی درهم بر مبتنی کلید توزیع •

تکرارکننده ها تضعیف، زیاد: فاصله با ارتباطات •

ذخیره شده و حرکت در کیوبیت هاي فیزیکی: پایه هاي •

جانبه چند و دو تنیدگی درهم •

خالص سازي خطا، تصحیح و تشخیص •

کوانتومی شبکه هاي شبیه سازي کوانتومی، گره هاي و لینک ها کوانتومی: شبکه هاي معماري •

کوانتومی مسیریابی همسایه ها، بین آمیختگی درهم کوانتومی: اتصال پروتکل هاي •

کور محاسبات کوانتومی، ابر امنیت، کاربردها: •

(پیشنهادي) ارزشیابی روش
نمره درصد 15 نظري: تمرین •

نمره درصد 15 عملی: تمرین •
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نمره درصد 10 مقاله: ارائه •

نمره درصد 15 کوئیز: •

نمره درصد 45 پایان ترم: و میان ترم آزمون هاي •

پیشنهادي علمی منابع
[1] R. V. Meter. Quantum Networking. ISTE Ltd, 2014.

[2] P. Kaye, R. Laflamme, and M. Mosca. An Introduction to Quantum Computing. Oxford University Press,
2007.

[3] M. A. Nielsen and I. L. Chuang. Quantum Computation and Quantum Information. Cambridge University
Press, 2010.

[4] .D. Stephen et. al.. QuNetSim: A Software Framework for Quantum Networks. IEEE Transactions on
Quantum Engineering, 2021. http://dx.doi.org/10.1109/TQE.2021.3092395



امن رایانش گرایش
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کاربردي رمزنگاري فارسی: به درس عنوان
واحد و درس نوع Applied Cryptography انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
صحت و اصالت، تصدیق محرمانگی، مانند خدمت هایی آوردن فراهم براي اطلاعات از محافظت توابع مطالعه درس این هدف
مورد ریاضی مبانی منظور، این براي است. نظر مورد نیز آن ها تحلیل و طراحی اصول توابع، این معرفی بر علاوه است. پیام

می گیرند. قرار بحث مورد نیاز

سرفصل ها
لازم زمینه هاي پیش و مقدمه •

کلاسیک رمزنگاري •

مدرن رمزنگار سیستم هاي •

تفاضلی و خطی تحلیل روش هاي و قطعه اي رمز الگوریتم هاي تحلیل •

رمزنگاري الگوریتم هاي مطلوب S-box طراحی و ویژگیها •

رمز سیستم هاي سایر و عمومی کلید با رمزنگاري •

اول اعداد تولید •

اصالت تصدیق طرح هاي سایر و داده ها صحت و اصالت تصدیق •

رقمی امضاي طرح هاي و مفاهیم •

امن درهم سازي توابع طرح هاي •

هش توابع تحلیل •

کلید مدیریت •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 تمرین ها: •

نمره درصد 60 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] J. Katz and Y. Lindell. Introduction to Modern Cryptography: Principles and Protocols. Chapman &

Hall/CRC Press, 3rd Edition, 2020.

[2] J. Seberry and J. Pieprzyk. Cryptography: An Introduction to Computer Security. Prentice-Hall, 1992.

[3] B. Schneier. Applied Cryptography: Protocols, Algorithms and Source Code in C. John-Wiley & Sons Inc.,
1996.

[4] C. Meyer, S. Metyas. Cryptography: A New Dimension in Computer Data Security. John-Wiley & Sons
Inc., 1982.

[5] A. J. Menezes. Elliptic Curve Public Key Cryptosystems. Kluwer Academic Publishers, 1993.
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کامپیوتر امنیت فارسی: به درس عنوان
واحد و درس نوع Computer Security انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
سیستم هاي پیاده سازي و طراحی روش هاي و کامپیوتر امنیت اصلی مفاهیم با دانشجویان نمودن آشنا درس این هدف
همچنین، می گردد. ارائه آن ها اعِمال روش هاي و شده معرفی امنیتی مدل هاي و خط مشی ها انواع است. امن کامپیوتري
نیز و سیستم امنیت تضمین می شود. بررسی کامپیوتري سیستم هاي در اصالت تصدیق و دسترسی کنترل مختلف فنون

هستند. درس این موضوعات دیگر از حوزه این در موجود استانداردهاي

سرفصل ها
بدخواه نرم افزارهاي و حملات و تهدیدها بندي دسته امنیت، پایه تعاریف پایه: مفاهیم •

ترکیبی و صحت مدل هاي ،BLP مانند اجباري محرمانگی مدل هاي مشی، خط انواع امنیتی: مدل هاي و خط مشی ها •

حملات اصالت، تصدیق روش هاي وب، در هویت مفاهیم، هویت: نظام هاي و دیجیتال هویت •

و قفل دسترسی کنترل ،RBAC دسترسی، کنترل لیست هاي ماتریس مبنا، مدل هاي دسترسی: کنترل مکانیزم هاي •

کلید
Flask مانند معماري ها اعتماد، قابل سکوي امن، سیستم هاي طراحی اصول اعتماد: قابل محاسبات •

مالتیکس عامل سیستم امنیتی هسته بررسی اعتماد، قابل عامل سیستم هاي انواع پایه، مفاهیم امنیتی: هسته هاي •

نهان کانال هاي تحلیل شنی، جعبه و مجازي ماشین هاي جداسازي، آن ها: تحلیل و نهان کانال هاي •

،CC استاندارد امنیت، اطمنیان با مرتبط مفاهیم امن، سیستم هاي طراحی اصول سیستم ها: امنیت ارزیابی و تضمین •

حفاظتی نمایه
سازمان در امنیت برپایی فرایند و ISMS امنیت مدیریت سیستم هاي با آشنایی •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] M. Bishop, Computer Security, Art and Science, 2nd Edition, Addison-Wesley, 2019.

[2] W. Stallings, and L. Brown, Computer Security: Principles and Practice, 4th Edition, Pearson Education,
2017.
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پیشرفته شبکه امنیت فارسی: به درس عنوان
واحد و درس نوع Advanced Network Security انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
دانش که است شده طراحی دانشجویانی براي و می دهد پوشش را شبکه امنیت روش هاي و مفاهیم از مجموعه اي درس این
شبکه هاي و سیستم ها به حمله انواع درس، این در دارند. رمزنگاري الگوریتم هاي و کامپیوتري شبکه هاي خصوص در را پایه
شامل امن شبکه هاي معماري و شبکه امنیت در رمزنگاري کاربردهاي آن ها، با مقابله و تشخیص روش هاي و کامپیوتري
نشت از جلوگیري روش هاي مسیریابی، امنیت ،AAA خدمات پروتکل هاي و روش ها فیلترینگ، و لبه در دفاع سیستم هاي
پژوهشی مقاله هاي و آزمایشگاهی فعالیت هاي از مجموعه اي می شود. داده پوشش VPN تکنولوژي هاي و (DLP) اطلاعات

شود. ایجاد درس پژوهشی و کاربردي جنبه بین توازنی تا می شود ارائه درس طول در

سرفصل ها
امنیت فرامدل هاي و مدل ها شبکه، امنیت مفاهیم مقدمه: •

حمله هاي بدافزارها، عمر چرخه ،Spoofing و ،Sniffing ،DoS حمله هاي حمله ها، طبقه بندي حمله: و تهدید ها •

پنج گانه لایه هاي
ثابت، شبکه هاي در کلید توزیع روش هاي شبکه، امنیت پروتکل هاي در رمزنگاري کاربردهاي کاربردي: رمزنگاري •

بلوکی زنجیره و بی نامی ، روش هاي موردي، و سیار،
،(NAC) شبکه و سیستم در دسترسی کنترل آتش، دیواره هاي معماري ،SAFE معماري امن: شبکه هاي معماري •

(DLP) اطلاعات رفتن بین از و نشت از جلوگیري روش هاي
VPN فناوري هاي نفوذ، تشخیص سامانه هاي مسیریابی، امنیت •

بی سیم شبکه هاي امنیت •

شبکه در فورنزیک ترافیک، تحلیل روش هاي شبکه، امنیت در نو روندهاي •

خصوصی حریم حفظ و اشیا اینترنت امنیت •

چندابري و ابر امنیت ،SDC و ،SET ،PCI-DSS فناوري هاي ،IP Telephony و VoIP سرویس در امنیت •

MPC و گروهی امضاهاي مانند رمزنگاري پیشرفته کاربردهاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 25 میان ترم: آزمون •

نمره درصد 30 پایان ترم: آزمون •

درصد 15 ارائه: •
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پیشنهادي علمی منابع
[1] William Stallings.Cryptography and Network Security - Principles and Practice. Pearson, 8th Edition. 2020,

[2] Darren Death. Information Security Handbook. Packet Publishing. 2017.

[3] M. Ciampa. Security+ Guide to Network Security Fundamentals. Cengage Learning, 2015.

[4] William Stallings. Network Security Essentials: Applications and Standards. Pearson; 6th Edition, 2016.

[5] C. Douligeris and D. N. Serpanos. Network Security: Current Status and Future Directions. Wiley-IEEE
Press, 2007.
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داده خصوصی حریم و امنیت فارسی: به درس عنوان
واحد و درس نوع Data Security and Privacy انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
رابطه اي معماري و مدل ها منظور، این براي است. داده خصوصی حریم و امنیت به مربوط موضوعات در برگیرنده درس این
استنتاج مانند جدید چالش هاي همچنین، می شوند. بیان داده پایگاه هاي در اطلاعات محرمانگی و صحت رویه هاي نیز و امن

می گیرند. قرار بررسی مورد آن ها به مربوط راه کارهاي و داده، خصوصی حریم داده،

سرفصل ها
امنیتی مدل هاي انواع داده، امنیت مکانیزمهاي و نیازها داده، پایگاه هاي بر مقدمه اي مقدمه: •

اختیار اعطاي مدل ،Take-Grant دسترسی کنترل ماتریسی، پایه روش هاي داده ها: اختیاري دسترسی کنترل •

آن، گسترش و System Rدر
NoSQL و XML ،(ORION (مدل شیءگرا جدید: پایگاه داده هاي در دسترسی کنترل •

سندهو جاجودیاـ مدل چندسطحی، امن رابطه اي مدل داده ها: پایگاه اجباري دسترسی کنترل •

دسترسی کنترل مدیریت مدل نقش -مبنا، مدل هاي انواع آن ها: مدیریت و نقش -مبنا دسترسی کنترل مدل هاي •

نقش-مبنا
(مفهومی، مقابله روشهاي و استنتاج حملات انواع مدل، استنتاج، انواع داده: استنتاج مسئله و آماري داده پایگاه هاي •

گرا) اعوجاج محدودساز،
بقراطی داده پایگاه اصول، انواع، ماهیت، و تعریف خصوصی: حریم •

مدل به حملات ،k مرتبه گمنامی (مدل داده انتشار در استنتاج حملات خصوصی: حریم براي گمنامی مدل هاي •

تفاضلی خصوصی حریم ،L مرتبه تنوع گمنامی مدل ،k مرتبه گمنامی
محور مکان سرویس هاي و اجتماعی شبکه هاي در خصوصی حریم •

صحت مدل هاي و مکانیزم ها امن، DBMS معماري هاي امن: داده پایگاه طراحی •

تجاري محصولات در امنیت •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] M. G. Fugini, S. Castano, and G. Martella. Database Security. ACM Press, 1994.

[2] M. Gertz, S. Jajodia. Handbook of Database Security: Applications and Trends. Springer, 2007.

[3] M. Abrams, S. Jajodia, H. Podell. Information Security: An Integrated Collection of Essays. IEEE Computer
Society Press, 1995.

[4] D. Denning. Cryptography and Data Security. Addison-Wesley, 1982.

[5] E. Bertino, G. Ghinita and A. Kamra. Access Control for Databases: Concepts and Systems. Foundations
and Trends in Databases: Vol. 3: No. 1-2, pp 1-148, 2011.
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نرم افزاري سیستم هاي امنیت فارسی: به درس عنوان
واحد و درس نوع Software Systems Security انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
آشنا امن کاربردي برنامه هاي و نرم افزاري سیستم هاي پیاده سازي و طراحی در اصلی چالش هاي با را دانشجویان درس این
هستند موضوعاتی از آسیب پذیري ها از مهاجمان بهره بردن چگونگی و نرم افزار، آسیب پذیري هاي انواع امنیت، اهمیت می سازد.
چرخه و امنیت تلفیق با روشمند صورت به می توان چگونه می آموزند دانشجویان همچنین، می شوند. مطرح درس این در که
مدل سازي امنیتی، نیازمندي هاي تحلیل دانشجویان است لازم کار، این براي کرد. مقابله حمله ها با نرم افزار توسعه حیات
برخی با دانشجویان همچنین، فراگیرند. را امنیتی آزمون و بازبینی نیز و امن، برنامه نویسی امنیتی، مخاطرات مدیریت تهدید،

می شوند. آشنا نرم افزار امن توسعه براي موجود ابزارهاي از

سرفصل ها
حمله ها و آسیب پذیري امنیتی، ویژگی هاي نرم افزار، در امنیتی مسائل مقدمه: •

امنیتی استانداردهاي •

نرم افزار استقرار و تولید مراحل در امنیت مخاطرات، تحلیل و تهدید مدل سازي امنیتی: توسعه حیات چرخه •

امنیتی آزمون طرحهاي آسیب پذیري، ارزیابی امنیتی: آزمون •

خرابی تزریق فاز، آزمون نفوذ، آزمون پوشش، و آزمون روشهاي •

زبان بر مبتنی امنیت •

وب تحت برنامه هاي در امنیت •

موبایل کاربردي برنامه هاي در امنیت •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] A. K. Talukder, and M. Chaitanya. Architecting Secure Software Systems. CRC Press, 2009.

[2] G. McGraw, Software Security: Building Security In, Addison-Wesley, 2006.

[3] M. Dowd, J. McDonald, and J. Schuh. The Art of Software Security Assessment: Identifying and Preventing
Software Vulnerabilities. Addison-Wesley, 2006.

[4] A. Shostack. Threat Modeling: Designing for Security. Wiley, 2014.

[5] M. Howard, D. LeBlanc, J. Viega. 24 Deadly Signs of Software Security: Programming Flaws and How to
Fix Them. McGraw-Hill, 2009.
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اطلاعات امنیت براي صوري روش هاي فارسی: به درس عنوان

واحد و درس نوع Formal Methods for Information

Security
انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
صوري تحلیل روش هاي با نیز و اطلاعات، جریان امنیت به ویژه امنیت، صوري مدل هاي انواع با را دانشجویان درس این
توانایی- و امنیتی، اهداف سامانه ها، می توانند درس این گذراندن با دانشجویان همچنین، می نماید. آشنا امنیتی پروتکل هاي
امنیتی پروتکل یا برنامه یک می تواند که شده، داده سامانه نمایند اثبات آنگاه و نموده توصیف صوري صورت به را مهاجم هاي

می سازد. برآورده را امنیتی اهداف باشد،

سرفصل ها
ضعف نقاط و مزایا مفاهیم، سامانه ها، تحلیل در آن ها کاربرد و صوري روشهاي مقدمه: •

تداخل عدم کوهِن، مدل دِنینگ، اطلاعات جریان مدل بلِ  ـلاپاجولا، مدل تداخل: عدم و اطلاعات جریان امنیت •

اصلاح پذیري نااستنتاج پذیري، و سادرلنَد مدل امِکانی، تداخل عدم غیرقطعی: سامانه هاي در اطلاعات جریان امنیت •

امکانی تداخل عدم تعریف چارچوب هاي تلفیق پذیر، امنیتی ویژگی هاي محدودیت، مدل پیشرو،
تداخل عدم مشاهده اي، قطعیت همروند، سامانه هاي براي احتمالاتی تداخل عدم همروند: سامانه هاي در تداخل عدم •

زمان بند از مستقل
جریان اندازه گیري اطلاعات، جریان و آنتروپی کمّی، تداخل عدم و تداخل اطلاعات: جریان امنیت به کمّی رویکرد •

تقریبی تداخل عدم و اطلاعات
اعِمال در دقت و شفافیت امن، اجرایی چند اجرا، زمان و ایستا روش هاي اطلاعات: جریان خط مشی هاي اعِمال •

 ـیائو دُلوِ مدل مثال ها، ضرورت، امنیتی: پروتکل هاي صوري تحلیل •

هم ارزي موازنه اي، نظریه استنتاج، و پیام ها پی، حساب فرایندها، حساب منطق، از استفاده پروتکل ها: مدل سازي •

ایستا
توافق موضوع و اصالت تصدیق محرمانگی، رخدادها، امنیتی: ویژگی هاي توصیف •

هورن بندهاي از استفاده ناتصمیم پذیري، قیود، حل قیود، سامانه استخراج خودکار: راستی آزمایی •

پیاده سازي تحلیل و نوع سامانه هاي استرند، فضاهاي مدل، وارسی پروتکل ها: صوري تحلیل به دیگر رویکردهاي •

پروتکل
تکمیلی موضوعات •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •
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نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] V. Cortier, and S. Kremer. Formal Models and Techniques for Analyzing Security Protocols. IOS Press, 2011.

[2] P. Ryan, and S. Schneider. The Modelling and Analysis of Security Protocols: The CSP Approach.
Addison-Wesley Professional, 2000.

[3] G. Bella. Formal Correctness of Security Protocols. Springer, 2007.
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امنیتی پروتکل هاي فارسی: به درس عنوان
واحد و درس نوع Security Protocols انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
این موضوعات از آن مقابل در دفاع و پروتکل به حمله موضوع همچنین، می شوند. ارائه امنیتی پروتکل هاي انواع درس، این در
پروتکل هایی از الکترونیکی رأي گیري و دیجیتال، حقوق مدیریت امضا، و اصالت تصدیق کلید، مبادله پروتکل هاي است. درس

می گیرند. قرار توجه مورد درس این در که هستند

سرفصل ها
پروتکل به حمله امن، پروتکل هاي انواع امن، پروتکل تعریف مقدمه: •

توابع طرفه، یک توابع متقارن، رمزنگاري امنیتی، توابع از استفاده امنیتی، توابع امن: پروتکل هاي سازنده بلوك هاي •

نامتقارن
یک بار مصرف، رقمی امضاي کور، رقمی امضاي رقمی، امضاي امضا، طرح هاي امن: پروتکل هاي سازنده بلوك هاي •

توقف ردـ رقمی امضاي طرح هاي انکار، قابل غیر رقمی امضاي طرح هاي
رمزشده اصالت تصدیق اصالت، تصدیق کلید، مبادله پروتکل هاي ساده: پروتکل هاي •

راز اشتراك و تقسیم چندگانه، عمومی کلید با رمزنگاري •

تایید کننده با امضاي انکار، عدم قابلیت با رقمی امضاي نهان، کانال زمانی، مهر سرویس هاي متوسط: پروتکل هاي •

منصفانه سکه اندازي طرح هاي بیت، مقدار به تعهد رمزشده، اطلاعات با محاسبه گروهی، و نیابتی امضاي مشخص،
هویت، بر مبتنی عمومی کلید رمزنگاري پول، امضاي صفر دانش، اثبات هویت، تصدیق طرح هاي پیشرفته: پروتکل هاي •

سفارشی نامه توأمان، صورت به قرارداد امضاي بی خبر، امضاي بی خبر، انتقال
ریزپرداخت دیجیتال، پول پیام، بی نام پخش امن، چندطرفه محاسبات امن، انتخابات خاص: پروتکل هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] B. Schnider. Applied cryptography protocols, algorithms and source code in C. Wiely, 1996.

[2] J. Seberry, and J. Pieprzyk. Cryptography: An Introduction to Computer Security. Prentice-Hall, 1992.
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اطلاعات امنیت مهندسی و مدیریت فارسی: به درس عنوان

واحد و درس نوع Information Security Management and

Engineering
انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مانند موضوعاتی به درس این می شوند. آشنا فنی موضوعات از بالاتر سطحی در امنیت مفاهیم با دانشجویان درس، این در
طراحی سازمان، یک براي امنیت برنامه ریزي روش هاي با دانشجویان همچنین، می پردازد. سازمانی امنیت و فرایندي امنیت

می شوند. آشنا سایبري امنیت مدیریت چالش هاي و مشکلات و سازمان، در امنیت مدیریت نظام پیاده سازي و

سرفصل ها
استانداردها بین نگاشت بهین تجربه ها، و استانداردها سایبري، امنیت مقدمه: •

امنیت حاکمیت ارزیابی امنیت، حاکمیت مولفه هاي امنیت، مدیریت و حاکمیت سایبري: امنیت برنامه ریزي و طراحی •

ISO/IEC 2700x ،NIST Security Framework امنیتی: استانداردهاي و چارچوب ها بررسی •

روش ها و مفاهیم ریسک: تحلیل و ارزیابی •

ریسک با مقابله و مدیریت خسارت، تحلیل آسیب پذیري، تحلیل ارزش گذاري، و دارایی ها شناسایی •

تأمین زنجیره مدیریت امنیت، فنی مدیریت فیزیکی، منابع مدیریت انسانی، منابع مدیریت سایبري: امنیت مدیریت •

امنیتی رویدادهاي و تهدیدها مدیریت •

کسب و کار تداوم مدیریت •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] W. Stallings, Effective Cybersecurity: A Guide to Using Best Practices and Standards, Addison-Wesley,

2018.

[2] R. Anderson. Security engineering: a guide to building dependable distributed systems. John Wiley &

Sons, 2020.

[3] ISO/IEC 2700x Standards.
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پیشرفته کاربردي رمزنگاري فارسی: به درس عنوان
واحد و درس نوع Advanced Applied Cryptography انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مدل هاي و رمزنگاري صوري تعریف مانند رمزنگاري حوزه در پیشرفته مباحث با دانشجویان نمودن آشنا درس این هدف

است. کوانتومی رمزنگاري به مربوط مباحث و پایه، ساختارهاي امنیت،

سرفصل ها
رمزنگاري در آن کاربردهاي و اطلاعات پیچیدگی نظریه بر مروري •

ژاکوبی، و لژاندر نمادهاي اولیه، ریشه هاي اول، اعداد آن، به مربوط قضایاي و هم نهشتی معادلات دستگاه اعداد: نظریه •

گسسته لگاریتم مسئله
قسمتی خارج گروه هاي نرمال، زیر گروه هاي گروه ها، در هم ارزي روابط و هم مجموعه ها گروه: نظریه •

چند و میدان ها توسعه متناهی، میدان هاي قسمتی، خارج حلقه هاي چند جمله اي ها، حلقه میدان: و حلقه نظریه •

جمله اي ها
امنیت اثبات، قابل امنیت پیچیدگی، امنیت شرط، بدون رمزنگاري امنیت: مدل هاي و رمزنگاري صوري تعریف •

موردي امنیت محاسباتی،
جایگشت هاي تصادفی، شبه توابع تصادفی، شبه مولد یک طرفه، دریچه اي توابع طرفه، یک توابع پایه: ساختارهاي •

یک طرفه
اطلاعات محرمانه بازیابی ویژگی، بر مبتنی رمزنگاري هم ریخت، رمزنگاري صفردانش: اثبات هاي •

مبتنی درهم سازي توابع ،(SIS) کوتاه صحیح پاسخ مسئله کوانتومی، محاسبات بر مقدمه اي پساکوانتومی: رمزنگاري •

(LWE) خطاها وجود با یادگیري مسئله مشبکه، بر مبتنی امضاهاي ،SIS بر

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] D. Boneh, and V. Shoup. A Graduate Course in Applied Cryptography. Stanford University, 2017.

[2] D. R. Stinson. Cryptography: Theory and Practice. 3rd Edition, CRC Press, 2006.

[3] J. A. Anderson, J. M. Bell. Number Theory with Applications. Prentice Hall, 1997.
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الکترونیکی تجارت امنیت فارسی: به درس عنوان
واحد و درس نوع Electronic Commerce Security انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
موجود راه حل هاي و الکترونیکی تجارت سامانه هاي در امنیتی مشکلات و چالش ها با دانشجویان نمودن آشنا درس این هدف
درس، این در است. الکترونیکی پرداخت امنیت می پردازد، آن به درس این که موضوعاتی مهمترین از است. حوزه این در

می گیرند. قرار بحث مورد آن ها به مربوط امنیتی مسائل و پرداخت مختلف مدل هاي

سرفصل ها
الکترونیکی تجارت سامانه هاي در امنیتی نیازمندي هاي الکترونیکی، تجارت سامانه هاي اصلی: مفاهیم و مقدمه •

پرداخت کارت با پرداخت حواله، و چک با پرداخت نقدي، پرداخت پرداخت: سامانه هاي بر مروري •

جاوا کارت شبیه ساز ،EMV پروتکل هوشمند، کارت مغناطیسی، کارت پرداخت: کارت هاي انواع معماري •

مشابه سامانه هاي سایر و PayPal بررسی مدل ها، معماري، مرکزي: حساب پرداخت سامانه هاي •

،Payword ریزپرداخت، مختلف سیستم هاي آن، کاربردهاي و ریزپرداخت ریز پرداخت: استانداردهاي و سامانه ها •

Micromint ،Jalda

FSTC مدل سامانه ها، انواع چک: پرداخت استانداردهاي و سامانه ها •

Ecash الکترونیکی، پول ویژگی هاي و انواع الکترونیکی: پول پرداخت استانداردهاي و سامانه ها •

Google ،Apple Pay سیار، پرداخت سامانه هاي انواع توکن سازي، مفاهیم، سیار: پرداخت استانداردهاي و سامانه ها •

Wallet

هوشمند، قراردادهاي و اتریوم بیت کوین، تراکنش هاي و معماري ساختار مفاهیم، هوشمند: قراردادهاي و بلوکی زنجیره •

توکن اقتصاد
به حمله شهرت، مدل هاي اعتماد، مدل هاي شهرت، و اعتماد تعریف الکترونیکی: تجارت سامانه هاي در اعتماد •

شهرت و اعتماد سامانه هاي

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] D. OMahony, M. Pierce, and H. Tewori. Electronic Payment Systems for E-Commerce. Artech House,

1997.

[2] C. Radu. Implementing Electronic Card Payment Systems. Artech House, 2003.

[3] A. M. Antonopolis. Mastering Bitcoin, Programming the open blockchain. O’Reilly Press, 2017.
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دیجیتال شواهد کشف فارسی: به درس عنوان
واحد و درس نوع Digital Forensics انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
نفوذهاي کامپیوتر، تحلیل مانند موضوعاتی می گردند. ارائه دیجیتال رسانه هاي تحلیل روش هاي و مفاهیم درس، این در
درس اصلی تمرکز می شوند. مطرح درس این در حافظه تحلیل و شبکه، لاگ هاي تحلیل بدخواه، نرم افزارهاي تحلیل شبکه،
بازیابی متدولوژي هاي و ویندوز عامل سیستم روي بر شده یافته دیجیتال یابی جرم مصنوعات سخت، دیسک تحلیل روي بر

می گردد. بررسی شبکه نفوذهاي پی جویی مسئله همچنین، است. آن

سرفصل ها
دیجیتال، شواهد انواع و منابع مقدمه: •

دیجیتال یابی جرم حقوقی مباحث •

مهر بیهوده، فضاي مفاهیم حفاظت، سلسله و نوشتن از جلوگیري مختلف: رسانه هاي از دیجیتال شواهد جمع آوري •

عملیات انتساب و کاربري حسابهاي زمانی. تحلیل و زمانی،
متداول عامل سیستم هاي تحلیل لاگ ها، تحلیل دیجیتال، یابی جرم مصنوعات تحلیل عامل: سیستم سطح در تحلیل •

نرم افزارهاي پویاي تحلیل فرار، حافظه تحلیل روت کیت ها، تحلیل بدخواه: نرم افزارهاي دیجیتال یابی جرم تحلیل •

بدخواه
TCP/IP شبکه پشته تحلیل شبکه: تحلیل •

پیام رسانی سرویس هاي و ایمیل، وب، در فعالیت تحلیل •

سایبري حمله هاي انتساب نظیربه نظیر، سیستمهاي دیجیتال: یابی جرم در پیشرفته مفاهیم •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] E. Casey. Digital evidence and computer crime. Academic Press, 2011.

[2] R. P. J. Evans. Windows 10 forensic analysis. Blurb, 2017.

[3] P. Polstra, Linux forensics, Penster Academy, 2015.
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اطلاعات پنهان سازي فارسی: به درس عنوان
واحد و درس نوع Information Hiding انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
درس این در است. آن در مطرح امنیتی نکات و اطلاعات اختفاي مبحث با ارتباط در صحیح درك ایجاد درس، این هدف
محیط هاي براي فزاینده اي رشد که آن ها مختلف کاربردهاي همراه به نگاري نهان و گذاري نشانه مهم و مختلف تکنیک هاي

می گیرد. قرار بحث مورد کاوي نهان مختلف روش هاي ادامه در گرفت. خواهند قرار بررسی مورد دارند، چندرسانه اي

سرفصل ها
ارزیابی شاخص هاي و کاربرد ها کاوي، نهان نگاري، نهان گذاري، نشانه اطلاعات، سازي پنهان تاریخچه، مقدمات: •

امنیت جبرخطی، احتمال، و آمار درس: نیاز پیش مباحث روي بر کوتاه مروري •

گذاري نشانه امنیت خطا، تحلیل گذاري، نشانه سیستم هاي مدلسازي گذاري: نشانه •

گذاري نشانه تکنیک هاي ادراکی، مدل هاي از استفاده جانبی، اطلاعات با گذاري نشانه روش ها: انواع •

محتوا تایید مقاوم، •

اخیر گذاري نشانه روش هاي معرفی •

امنیت و نگاري نهان اصول نگاري: نهان •

آماري نگاري نهان گسترده، طیف تبدیل، حوزه تکنیک هاي جانشینی، سیستم هاي نگاري: نهان روش هاي انواع •

اخیر نگاري نهان روش هاي معرفی •

حملات انواع و اولیه مفاهیم کاوي: نهان •

کدگذاري حین کاوي نهان تبدیل، حوزه در کاوي نهان مکان؛ حوزه در کاوي نهان کاوي: نهان روش هاي انواع •

اخیر کاوي نهان روش هاي مهم ترین معرفی •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 پروژه: و تمرین ها •

نمره درصد 60 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] I.J. Cox, M.L. Miller, J.A. Bloom, J. Fridrich and T. Kalker, Digital Watermarking and Steganography,

Second Edition, Elsevier, Morgan Kaufmann Publishers, 2008.

[2] H. T. Sencar, M. Ramkumar, and A. N. Akansu, Data Hiding Fundamentals and Applications Content
Security in Digital Media, Elsevier Academic Press, 2004.

[3] Stefan Katzenbeisser, and F.A. P. Petitcolas, Information Hiding Techniques for Steganography and
DigitalWatermarking, Artech House, 2000.
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نفوذ تشخیص فارسی: به درس عنوان
واحد و درس نوع Intrusion Detection انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
روش هاي انواع است. شبکه ها و کامپیوتر ها سطح در نفوذ تشخیص فنون و روش ها با دانشجویان نمودن آشنا درس این هدف
اجزاي و معماري همچنین، می گیرند. قرار بحث مورد امضا بر مبتنی تشخیص و ناهنجاري کشف مانند نفوذ تشخیص

می شوند. بررسی امنیتی رخدادهاي مدیریت و پایش، بازرسی، سیستم هاي مانند نفوذ، تشخیص سیستم هاي

سرفصل ها
میزبان و شبکه سطح حمله هاي انواع و مفاهیم مقدمه: •

توصیف بر مبتنی برقاعده، مبتنی ناهنجاري، بر مبتنی امضا، بر مبتنی نفوذ: تشخیص رهیافت هاي •

ترکیبی کاربرد، میزبان، شبکه، نفوذ تشخیص مختلف سیستم هاي در داده: جمع آوري •

نفوذ تشخیص آماري روش هاي •

نفوذ تشخیص در ماشین یادگیري مختلف روش هاي •

هشدار همبسته سازي و مدیریت •

داده مجموعه هاي ارزیابی، معیارهاي نفوذ: تشخیص سیستم هاي ارزیابی •

نفوذ پاسخ •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] A. Ghorbani, et. al.. Network Intrusion Detection and Prevention: Concepts and Techniques. Springer, 2010.

[2] R. G. Bace. Intrusion Detection. Macmillan, 2000.

[3] S. Northcutt, and Judy Novak. Network Intrusion Detection. 3rd Edition, New Riders, 2003.

[4] K. Scarfone, P. Mell. Guide to Intrusion Detection and Prevention Systems (IDPS). NIST Special
Publication 800-94, 2012.
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سخت افزاري اعتماد و امنیت فارسی: به درس عنوان
واحد و درس نوع Hardware Security and Trust انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
می شود. پرداخته آن بودن اعتماد قابل و سخت افزار امنیت ارزیابی و طراحی در اخیر پیشرفت هاي معرفی به درس، این در
تطابق باید تولید، مرحله در و مطرح اطلاعات نشت عدم بودن دستکاري غیرقابل همچون نیازمندي هایی طراحی، مرحله در
ترفندهایی ضمن در نشود. انجام پشتی در یک یا تروآ اسب یک به منجر آن در تغییري تا شود بررسی طراحی با سخت افزار
پشتیبانی به نیاز کامپیوتري، سیستم هاي در اعتماد و امنیت تامین براي علاوه، به است. لازم تهدیداتی چنین کشف براي
اعتماد تامین می باشد. اختصاصی سخت افزار در خصوصی کلید تولید به نیاز کاربردها، از برخی در است. سخت افزار توسط

است. کننده وارسی سخت افزارهاي نیازمند کاربردها برخی براي

سرفصل ها
مجتمع مدارهاي طراحی/آزمون و رمزنگاري بر مقدمه اي •

TPMها و اعتماد مورد محاسبات رمزنگاري، پردازنده هاي •

دست کاري برابر در مقاومت و فیزیکی حمله هاي •

اشکال تزریق حمله و جانبی کانال حمله •

(PUFs) فیزیکی همانندسازي قابل غیر توابع •

سخت افزار بر مبتنی تصادفی عدد مولدهاي •

IP بلوك هاي ته نقش گذاري •

FPGAها در اعتماد مورد طراحی •

RFID برچسب هاي امنیت و نهفته سیستم هاي امنیت •

فعال) و منفعل طور (به سخت افزار از استفاده با برنامه معنوي مالکیت حفظ و دسترسی کنترل •

مجتمع مدارهاي و IP بلوك هاي در سخت افزاري ترُِواي اسب هاي کردن مجزا و کشف •

2-FIPS 140 رمزنگاري مدول هاي استاندارد •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع

[1] M. Tehranipoor and C. Wang. Introduction to Hardware Security and Trust. Springer, 2011.
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رایافیزیکی سیستم هاي امنیت فارسی: به درس عنوان
واحد و درس نوع Cyber-Physical Systems Security انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
در مهمی نقش سیستم ها این است. رایافیزیکی سیستم هاي امنیت به مربوط مباحث به پرداختن درس این هدف
سیستم هاي در آن ها با مقابله روش هاي و حمله ها و تهدیدها درس این در دارند. روزمره زندگی نیز و حیاتی زیرساخت هاي

می شوند. بررسی رایافیزیکی

سرفصل ها
(APT) پیشرفته ماناي تهدیدهاي ،(CPS) رایافیزیکی سیستم هاي بر مروري و تاریخچه مقدمه: •

حملات از مثال هایی دسته بندي، و انواع رایافیزیکی: سامانه هاي معرفی •

استانداردهاي مخاطره، ارزیابی و تهدید مدل سازي خسارت، تحلیل روش هاي رایافیزیکی: سیستم هاي امنیتی ارزیابی •

ارزیابی
حیاتی زیرساخت هاي و (ICS) صنعتی کنترل سیستم هاي امنیت •

پروتکل ها) و اجزا، (لایه ها، صنعتی کنترل سیستم هاي معماري •

امن سازي امنیتی، استانداردهاي تهدید ها، و حمله ها صعتی: کنترل سیستم هاي امنیت •

IoT در خصوصی حریم و امنیت •

سایبري جنگ هاي و رایافیزیکی سیستم هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] H. Song, G. A. Fink, and S, Jeschke. Security and Privacy in Cyber-Physical Systems: Foundations,

Principles, and Applications. John Wiley, 2017.

[2] R. Alur. Principles of Cyber-Physical Systems. MIT Press, 2015.
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پیشرفته کامپیوتري شبکه هاي فارسی: به درس عنوان
واحد و درس نوع Advanced Computer Networks انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
این گرفتن قرار هم کنار ساختار همچنین و امروزي اینترنت شبکه ي فناوري هاي با دانشجویان آشنایی درس، این از هدف
در کلیدي عملیات عنوان به مسیریابی بر تاکید با اینترنت ساختار و فناوري ها این چگونگی و چرایی فهم است. فناوري ها

می شود. ارائه درس این در NFV و SDN مانند شبکه در نوین رویکردهاي معرفی همچنین و اینترنت،

سرفصل ها
اینترنت در ازدحام کنترل •

BGP و OSPF بر تاکید با کامپیوتري شبکه هاي در مسیریابی •

اینترنت در مراتب سلسله و معماري •

AS ها بین ارتباط در BGP پروتکل نقش و خدمات دهندگان مختلف سطوح و ISP ها ساختار •

کامپیوتري شبکه هاي در سرویس کیفیت •

نزدیکی در محتوا ذخیره سازي براي نهان حافظه از استفاده و ترافیک توزیع مکانیسم محتوا، توزیع شبکه هاي •

مصرف کنندگان
MPLS بر مبتنی شبکه هاي •

MPLS و BGP-TE و OSPF-TE بر تاکید با ترافیک مهندسی •

(SDN) نرم افزار با تعریف شده شبکه هاي •

(Service Chaining) خدمت زنجیره سازي ،OpenFlow پروتکل •

(NFV) شبکه توابع مجازي سازي و شبکه توابع ،(Overlay) پوشان شبکه هاي •

داده مراکز شبکه هاي و معماري ها •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پژوهشی: سمینار و تکالیف •

نمره درصد 70 پایان ترم: و میان ترم آزمون هاي •
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پیشنهادي علمی منابع
[1] D. Medhi and K. Ramasamy. Network Routing: Algorithms, Protocols, and Architectures. 2nd Edition.

Morgan Kaufmann. 2017.

[2] L. L. Peterson and B. S. Davie. Computer Networks: A Systems Approach. 6th Edition, Morgan Kaufmann.
2021.

[3] L. L. Peterson, C. Cascone, B. O’Connor, T. Vachuska, and B. Davie. Software Defined Networks: A
Systems Approach. Morgan Kaufmann. 2021.
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پیشرفته نرم افزار تحلیل و آزمون فارسی: به درس عنوان
واحد و درس نوع Advanced Software Testing and Analysis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
ارزیابی نحوه و آزمایه خودکار تولید طریق از نرم افزارها خودکار آزمون در نوین روش هاي با دانشجویان آشنایی درس این هدف
تحلیل روش هاي بر کلی مروري این بر علاوه است. موتاسیون تحلیل و کد پوشش معیارهاي طریق از نرم افزار آزمون اثربخشی

می پذیرد. صورت نرم افزار کیفی ویژگی هاي بررسی هدف به نرم افزار ایستاي

سرفصل ها
نرم افزار آزمون خودکارسازي بر مقدمه اي •

زبان دستور منطق، گراف، ورودي، فضاي افراز بر مبتنی پوشش معیارهاي •

(mutation analysis) موتاسیون تحلیل •

(test oracle) آزمون پیش گوي •

تطبیقی تصادفی آزمون و تصادفی آزمون •

جستجو بر مبتنی آزمون •

مدل بر مبتنی آزمون •

پویا و ایستا نمادین اجراي •

(abstract interpretation) انتزاعی تفسیر بر مقدمه اي •

(slicing) بندي برش و داده جریان تحلیل •

ایستا تحلیل کاربردهاي بر مروري •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 ترم: میان آزمون •

نمره درصد 30 ترم: پایان آزمون •

نمره درصد 40 پروژه: و تکالیف •
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پیشنهادي علمی منابع
[1] J. J. Offutt and P. Ammann. Introduction to Software Testing. Cambridge University Press, 2016.

[2] P. C. Jorgensen and B. DeVries. Software Testing: A Craftsman’s Approach. 5th Edition, CRC Press, 2021.

[3] R. Bierig, S. Brown, E. Galván, and J. Timoney. Essentials of Software Testing. Cambridge University
Press, 2021.

[4] X. Rival and K. Yi. Introduction to Static Analysis: An Abstract Interpretation Perspective. MIT Press, 2020.
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کاربردي ماشین یادگیري فارسی: به درس عنوان
واحد و درس نوع Applied Machine Learning انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
دانشجویان آشنایی درس این هدف است. یافته فراوان کاربرد مهندسی و علوم مختلف حوزه هاي در ماشین یادگیري امروزه
به قادر که مختلفی الگوریتم هاي درس این در است. کاربردي صورت به ماشین یادگیري با مهندسی مختلف رشته هاي
می شود. مطرح زمینه هر در کاربردي پروژه هاي و مثال ها و گرفته قرار بررسی مورد هستند، تجربیات و داده ها از یادگیري

سرفصل ها
کاربردها و یادگیري مختلف رویکردهاي بر مروري مقدمه: •

مصورسازي و فاصله معیارهاي پیش پردازش، داده ها: با آشنایی •

ویژگی ها استخراج و انتخاب •

اصلی مولفه تحلیل ابعاد کاهش •

متغیره چند و غیرخطی خطی، رگرسیون: •

پشتیبان بردار ماشین لجستیکی، رگرسیون ساده، بیز تصمیم، درخت همسایه، k نزدیک ترین دسته بندي: •

مدل انتخاب و متقابل اعتبارسنجی مدل ها: کردن تنظیم و ارزیابی •

چگالی بر مبتنی مراتبی، سلسله افراز، بر مبتنی روش هاي خوشه بندي: •

استکینگ و بوستینگ بگینگ، تجمعی: روش هاي •

عصبی شبکه هاي •

تقویتی یادگیري •

فازي سیستم هاي و ژنتیک الگوریتم هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 40 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] K. Murphy. Machine Learning: A Probabilistic Perspective. MIT Press, 2013.

[2] E. Alpaydin. Introduction to Machine Learning. MIT Press, 2011.

[3] T. Mitchell. Machine Learning. McGraw Hill, 1997.

[4] R. S. Sutton and A. G. Barto. Reinforcement Learning: An Introduction. MIT Press, 2018.
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آماري یادگیري مبانی فارسی: به درس عنوان
واحد و درس نوع Foundations of Statistical Learning انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مبتنی رویکردهاي با دانشجویان درس این در است. آماري یادگیري با ارتباط در پایه اي مسائل دادن پوشش درس این هدف
فرایندهاي و احتمال آمار، کلی عناوین گیرنده بر در درس این مطالب می شوند. آشنا مصنوعی هوش در احتمال و آمار بر

است. آماري روش هاي و مدل ها و آماري استنتاج تصادفی،

سرفصل ها
شرطی توزیع هاي تصادفی، متغیرهاي از دنباله اي متغیرتصادفی، تصادفی: متغیرهاي و احتمال نظریه بر مرور •

خطی سیستم هاي و تصادفی فرایندهاي توان، طیف چگالی ایستایی، معرفی، تصادفی: فرایندهاي •

دیریکله و وینر تصادفی، رفتن راه گاوسی، فرایند پواسون، فرایند خاص: تصادفی فرایندهاي •

آماري استنتاج غیرپارامتري، و پارامتري مدل هاي یادگیري: و آماري استنتاج مدل ها، •

خطی رگرسیون بیزي، تخمین هاي پارامتر، تخمین تخمین: نظریه •

برازش نیکویی تست هاي تعمیم ها، و درست نمایی نسبت تست فرضیه: آزمون تست هاي •

جهت بدون گرافی مدل هاي دار، جهت گرافی مدل هاي گرافی: مدل هاي •

پنهان مارکوف مدل هاي و مارکوف فرایندهاي •

مارکوفی زنجیره مونت کارلوي شبیه سازي مهم، نقاط برداري نمونه کارلو، مونت انتگرال گیري کارلو: مونت روش هاي •

بیزي تغییراتی EM بیزي، تغییراتی روش هاي تغییراتی: استنتاج •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 پروژه: و تمرین ها •

نمره درصد 70 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] L. Wasserman. All of Statistics: A Concise Course in Statistical Inference. Springer, 2003.

[2] K. P. Murphy. Machine Learning: A Probabilistic Perspective. MIT press, 2012.

[3] A. Papoulis and S. Pillai. Probability, Random Variables and Stochastic Processes. McGraw-Hill, 2002.



374 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

بازي ها الگوریتمی نظریه فارسی: به درس عنوان
واحد و درس نوع Algorithmic Game Theory انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
اجتماعی علوم و کسب وکار اقتصادي، حوزه هاي آن ها مهم ترین که دارد حوزه ها از بسیاري در وسیعی کاربردهاي بازي ها نظریه
آن ها از کدام هر که داریم سروکار خودخواه و هوشمند عامل هاي شامل سیستم هایی با بازي ها نظریه در کلی به طور است.
قرار ما اختیار در را سیستم ها از این گونه تحلیل ابزار بازي ها نظریه می دهند. تغییر را سیستم وضعیت خویش مصالح به بنا

کنیم. کنترل منطقی و درست شیوه اي به را آن ها بتوانیم تا می کند کمک و می دهد

سرفصل ها
بازي ها انواع اولیه، مفاهیم و مقدمات •

مربوطه مسائل و تعادل نقاط محاسبه •

هاوسون لمکه الگوریتم و بروور قضیه اسپرنر، لم نش، قضیه •

مرتبط پیچیدگی کلاس هاي و تام جستجوي مسائل •

برد شرایط و بازي گراف •

تشخص و بی نهایت بازي هاي •

درختی اتوماتاي •

مارکوف تصمیم گیري فرایند و تصادفی بازي هاي •

الگوریتمی مکانیزم طراحی •

ترکیبیاتی مزایده هاي و مزایده ها انواع •

بازي ها دینامیک •

یادگیري مسائل •

(پیشنهادي) ارزشیابی روش
نمره) درصد 60) آزمون •

نمره) درصد 20) تمرین •

نمره) درصد 20) سمینار •
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پیشنهادي علمی منابع
[1] T. Roughgarden. Twenty Lectures on Algorithmic Game Theory. Cambridge University Press, 2016.

[2] K. R. Apt and E. Grädel. Lectures in game theory for computer scientists. Cambridge University Press, 2011.

[3] Y. Shoham and K. Leyton-Brown. Multiagent systems: Algorithmic, game-theoretic, and logical founda-
tions. Cambridge University Press, 2008.

[4] N. Nisan, T. Roughgarden, E. Tardos, and V. V. Vazirani. Algorithmic game theory. Cambridge University
Press, 2007.
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پیچیدگی نظریه فارسی: به درس عنوان
واحد و درس نوع Complexity Theory انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
با آشنایی محاسبه، نظریه اصلی دستاوردهاي بر مروري محاسبه، پیچیدگی براي پایه مدل هاي ارائه درس این از هدف
نظریه این به کارگیري بر مروري همچنین و اصلی فضایی و زمانی پیچیدگی کلاس هاي شناخت حوزه، این اساسی قضایاي
رمزنگاري روش هاي و کوانتومی محاسبات تصادفی، محاسبات موازي، محاسبات مانند محاسبات نظریه جدیدتر شاخه هاي در

است.

سرفصل ها
تورینگ ماشین هاي نظریه بر مروري •

شمارا بازگشتی به طور و بازگشتی زبان هاي •

تصمیم ناپذیر مسائل بر مروري •

مرتبه اول منطق و گزاره ها منطق بر مروري •

فضایی و زمانی پیچیدگی کلاس هاي تعریف •

NP-Complete مسائل و کوك-لوین قضیه و کاهش تعریف •

آن ها مهم مسائل و PSPACE-Complete و coNP رده هاي •

تصادفی الگوریتم هاي پیچیدگی رده هاي •

P کلاس درونی ساختار موازي، الگوریتم هاي •

تقریب ناپذیري کران هاي و تقریبی الگوریتم هاي پیچیدگی رده هاي •

تعاملی اثبات رمزنگاري، و پیچیدگی نظریه هاي ارتباط •

کوانتومی محاسبات پیچیدگی نظریه •

(پیشنهادي) ارزشیابی روش
نمره) درصد 40) پایان ترم و نمره) درصد 25) میان ترم آزمون هاي آزمون: •

نمره) درصد 20) شده معرفی متون اساس بر تمرین سري چند تمرین: •

نمره) درصد 15) باشد. به روز مقاله چند مطالعه مستلزم که مرتبط موضوعات در مقاله اي ارائه پژوهشی: گزارش •



377 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

پیشنهادي علمی منابع
[1] C.H. Papadimitriou. Computational Complexity. Addison-Wesley, 1994.

[2] S. Arora and B. Barak. Computational Complexity: AModern Approach. Cambridge University Press, 2009.

[3] D.Z. Du and K.I. Ko. Theory of Computational Complexity. Wiley, 2000.

[4] I. Wegener. Complexity Theory: Exploring the Limits of Efficient Algorithms. Springer, 2005.
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کدینگ و اطلاعات نظریه فارسی: به درس عنوان
واحد و درس نوع Coding and Information Theory انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
فشرده سازي در آن کاربردهاي و کدینگ و اطلاعات نظریه پیشرفته و پایه اي مفاهیم با دانشجویان آشنایی درس این از هدف

است. مرتبط زمینه هاي دیگر و رمزنگاري خطا، تصحیح داده ها،

سرفصل ها
متقابل اطلاعات و نسبی آنتروپی آنتروپی، •

Rel-) متقابل اطلاعات و نسبی آنتروپی ،(Conditional Entropy) شرطی آنتروپی ،(Joint Entropy) توام آنتروپی •

متقابل. اطلاعات و آنتروپی رابطه ،(ative entropy and Mutual Information

نامعادله هاي آن، کاربردهاي و سام لاگ نامعادله آن، نتایج و جانسون نامعادله ،(Chain Rules) زنجیره اي قوانین •

فانو و داده پردازش
نرخ توابع ،(Entropy Rate) آنتروپی نرخ ،(Markov Chains) مارکوف زنجیره هاي تصادفی، فرایند آنتروپی نرخ •

آنتروپی
منبع کدگذاري از مثال هایی منبع، اطلاعات فشرده سازي •

یکتا، به طور شونده باز کدهاي و کرافت نامساوي بهینه، کد طول کران هاي بهینه، منبع کدهاي کرفت، نامساوي •

الیاس - فانو - شانو کد هافمن، بهینگی و هافمن کدهاي
کانال ظرفیت از مثال هایی کانال، ظرفیت •

همینگ کدهاي کانال، ظرفیت براي شانون قضیه کانال، ظرفیت خواص متقارن، کانال هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 تمرین ها: •

نمره درصد 65 پایان ترم: و میان ترم آزمون هاي •

نمره 15درصد پروژه: •

پیشنهادي علمی منابع
[1] T. Cover and J. Thomas. Elements of Information Theory. 2nd Edition. John Wiley & Sons, 2012.

[2] R. M. Gray. Entropy and Information Theory. Springer Science & Business Media, 2011.

[3] I. Csiszár and J. Körner. Information theory: Coding Theorems for Discrete Memoryless Systems. Cam-
bridge University Press, 2011.
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رایافیزیکی سیستم هاي فارسی: به درس عنوان
واحد و درس نوع Cyber-Physical Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
با آشنایی هدف با درس این آن ها، کاربرد شدن فراگیر و توزیع شده ماهیت با رایافیزیکی سامانه هاي روزافزون اهمیت به نظر
نیازمندي ها، توصیف روش هاي درس این مخاطبان است. شده طراحی رایافیزیکی سامانه هاي تحلیل و طراحی، مدل سازي،
و گرفت خواهند فرا را سامانه ها این تحلیل و مدل بر مبتنی طراحی فیزیکی، و سایبري بخش هاي مدل سازي ریاضیات
وجه بر تاکید با رایافیزیکی سامانه هاي اهداف تحقق در را زمان بندي الگوریتم هاي و ترکیبی، مدل هاي زمان، محوري نقش
جدي توجه مورد نرم افزار سطح در کارایی و ایمنی نظیر جنبه هایی تضمین روش هاي همچنین کرد. خواهند درك نرم افزاري
جنبه و شده ارائه مفاهیم عمیق تر درك به خاص کاربردي دامنه یک در ابزارها و استانداردها برخی از استفاده می گیرد. قرار

نمود. خواهد کمک آن ها کاربردي

سرفصل ها
رایافیزیکی سامانه هاي در پایه مفاهیم و تعاریف •

سامانه محاسباتی بخش هاي مدل سازي •

سامانه فیزیکی بخش هاي مدل سازي •

زمان دار مدل هاي و زمان توصیف •

ترکیبی مدل سازي و مدل ها ترکیب •

وارسی و بودن) زنده ایمنی، (زمانی، نیازمندي ها بیان •

غیرپردازشی منابع مدیریت و بی درنگ زمان بندي الگوریتم هاي •

خودرو) (نظیر خاص کاربردي دامنه ي در توسعه متدولوژي هاي و ایمنی استانداردهاي برخی معرفی •

نهفته نرم افزارهاي آزمون و طراحی ابزارهاي به کارگیري و معرفی •

تاب آوري) و اطمینان، قابلیت مصرفی، انرژي (نظیر غیرکارکردي معیارهاي برخی بهینه سازي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 مقاله): ارائه و (مرور کلاسی فعالیت هاي •

نمره درصد 60 آزمون: •

نمره درصد 20 پروژه: •
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پیشنهادي علمی منابع
[1] R. Alur. Principles of Cyber-Physical Systems. MIT Press, 2023.

[2] S. Mitra. Verifying Cyber-Physical Systems: A Path to Safe Autonomy. MIT Press, 2021.

[3] E. A. Lee and S. A. Seshia. Introduction to Embedded Systems: A Cyber-Physical Systems Approach. 2nd
Edition, MIT Press, 2017.

[4] H. Kopetz. Real-Time Systems: Design Principles for Distributed Embedded Applications. 2nd Edition,
Springer, 2011.



381 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

اشکال تحمل پذیر سیستم هاي طراحی فارسی: به درس عنوان
واحد و درس نوع Fault-Tolerant System Design انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
روش هاي انواع از استفاده با اشکال تحمل پذیر سیستم هاي طراحی نحوه و مفاهیم با دانشجویان آشنایی درس، این از هدف

است. آن ها ارزیابی شیوه هاي همچنین و اطلاعاتی و نرم افزاري سخت افزاري، مختلف سطوح در افزونگی

سرفصل ها
اشکال تحمل پذیري مبحث در پایه مفاهیم و کلیات تعاریف، •

سخت افزاري افزونگی روش هاي •

نرم افزاري افزونگی روش هاي •

زمانی افزونگی روش هاي •

اطلاعاتی افزونگی روش هاي •

تحلیلی) روش هاي اشکال، (تزریق ارزیابی روش هاي •

تجربی مدل هاي از استفاده با اشکال نرخ محاسبه ي •

اشکال. تحمل پذیر سیستم هاي از نمونه چند بررسی و اشکال تحمل پذیر سیستم هاي طراحی •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] K. S. Trivedi and A. Bobbio. Reliability and Availability Engineering: Modeling, Analysis, and Applica-

tions. Cambridge University Press, 2017.

[2] I. Koren and C. M. Krishna. Fault-Tolerant Systems. 2nd Edition, Morgan Kaufmann, 2020.

[3] E. Dubrova. Fault Tolerant Design :An Introduction Department of Microelctronis and Information
Technology. Royal Institute of Technology, 2008.

[4] D. K. Pradhan. Fault-Tolerant Computer System Design. Prentice-Hall International, 1996.
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ماشین یادگیري در خصوصی حریم و امنیت فارسی: به درس عنوان

واحد و درس نوع Security and Privacy in Machine

Learning
انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
از پس می رود انتظار است. ماشین یادیگري در خصوصی حریم و امنیت چالش هاي با دانشجویان آشنایی درس این از هدف
از جلوگیري براي مختلف روشهاي از کنند، شناسایی را ماشین یادگیري مدل هاي تهدیدهاي بتوانند دانشجویان درس این
کنند. استفاده یادگیري مدلهاي به حملات از جلوگیري تکنیکهاي از و کنند استفاده مدل ها خصوصی حریم و امنیت نقض

سرفصل ها
چالش ها و اهمیت مقدمه، •

ماشین یادگیري مدل هاي در امنیتی حملات و تهدیدها بر مروري •

روشها و اصول طرفه: چند امن محاسبات •

اصول و مفاهیم خصوصی: حریم •

عضویت استنتاج حملات •

خصوصی حریم حفظ با ماشین یادگیري •

یادگیري مدل هاي آلوده سازي حملات •

تخاصمی حملات •

مولد تخاصمی شبکه هاي •

ماشین یادگیري خصوصی حریم و امنیت در مقررات و قوانین •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] N. Rubinstein and J, Tygar. Adversarial Machine Learning. Cambridge University Press, 2019.

[2] N. Papernot et al. SoK: Security and Privacy in Machine Learning. IEEE Euro S&P 2018.
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نرم افزار امن توسعه فارسی: به درس عنوان
واحد و درس نوع Secure Software Development انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
آشنا امن کاربردي برنامه هاي و نرم افزاري سیستم هاي سازي پیاده و طراحی در اصلی چالش هاي با را دانشجویان درس این
موضوعاتی از پذیري ها آسیب از مهاجمان بردن بهره چگونگی و نرم افزار، پذیري هاي آسیب انواع امنیت، اهمیت می سازد.
و امنیت تلفیق با روشمند صورت به می توان چگونه می آموزند دانشجویان همچنین، می شوند. مطرح درس این در که هستند
مدلسازي امنیتی، نیازمندي هاي تحلیل دانشجویان است لازم کار، این براي کرد. مقابله حمله ها با نرم افزار توسعه حیات چرخه
با دانشجویان همچنین، فراگیرند. را امنیتی آزمون و بازبینی نیز و امن، نویسی برنامه امنیتی، مخاطرات مدیریت تهدید،

می شوند آشنا نرم افزار امن توسعه براي موجود ابزارهاي از برخی

سرفصل ها
حمله ها و پذیري آسیب امنیتی، ویژگیهاي نرم افزار، در امنیتی مسائل نرم افزار: امنیت •

امنیتی استانداردهاي •

برنامه امنیتی، طراحی مخاطرات، تحلیل و تهدید مدلسازي امنیتی، نیازمندیهاي تحلیل امنیتی: توسعه حیات چرخه •

امنیتی ترمیم هاي امن، استقرار امنیتی، آزمون اجرا، قابل سیستم تولید امنیتی، بازبینی امن، نویسی
امنیتی آزمون موارد کد، پوشش ابزارهاي امنیتی، آزمون طرح هاي پذیري، آسیب ارزیابی امنیتی: آزمون •

خرابی تزریق فاز، آزمون نفوذ، آزمون آزمون: روشهاي •

زبان بر مبتنی امنیت •

وب تحت برنامه هاي در امنیت •

موبایل کاربردي برنامه هاي در امنیت •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] A. K. Talukder, and M. Chaitanya. Architecting Secure Software Systems. CRC Press, 2009.

[2] G. McGraw. Software Security: Building Security In. Addison-Wesley, 2006.

[3] M. Dowd, J. McDonald, and J. Schuh. The Art of Software Security Assessment: Identifying and Preventing
Software Vulnerabilities. Addison-Wesley, 2006.

[4] M. Howard, D. LeBlanc, J. Viega. //24 Deadly Sins of Software Security: Programming

[5] M. S. Merkow, and L. Raghavan. Secure and Resilient Software Development. CRC Press, 2010.
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رمزنگاري نظریه فارسی: به درس عنوان
واحد و درس نوع Cryptography Theory انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
جزئی تر اهداف با پیشرفته رمزنگاري با اطلاعات امنیت ارشد کارشناسی دانشجویان آشنایی زنجیره تکمیل درس، این از هدف
و رمزنگاري در اثبات روش هاي از عمیق درك رمز، ریاضیات فراگیري رمزنگاري، مفاهیم از وسیعی گستره با آشنایی مانند

می باشد. رمزنگاري زمینه در پژوهش ها اخیرترین با آشنایی

سرفصل ها
پیچیدگی، نظریه بر مروري محاسبات، نظریه بر مروري اثبات پذیر، امنیت مفهوم پیشرفته: رمزنگاري بر مقدمه اي •

«مدل» و «تعریف» مفاهیم
درهم توابع تصادفی، شبه جایگشتهاي و توابع، مولدها، یک طرفه، جایگشتهاي و توابع رمزنگاري، اساسی ساختارهاي •

پیام اصالت تصدیق کدهاي ساز،
انتخابی رمز متن حملات برابر در امنیت ،(CPA) انتخابی آشکار متن حملات برابر در امنیت متقارن، رمزنگاري •

اثبات و سازي مدل رمزنگاري: سبک هاي حالت دار، رمزنگاري و تصادفی رمزنگاري متقارن، رمزهاي ساخت ،(CCA)
گونه هاي میان روابط ناپذیر، انعطاف رمز :CCA2 و ،CCA ،CPA حملات برابر در امنیت عمومی: کلید رمزنگاري •

نامتقارن رمز شماهاي نمودن بنا عمومی، کلید رمزنگاري مختلف،
دقیق، امنیت دامنه، تمام همسازي در معکوس گیري، - درهم سازي الگوي سازي، مدل و تعاریف دیجیتال: امضاي •

امضا رمز دریچه دار، امضاي گروهی، امضاي ناپذیر، انکار امضاي کور، امضاي
الگوریتمهاي تجزیه، مسئله و اول اعداد چینی، باقیمانده قضیه اعداد؛ نظریه گروهها، نظریه بر مقدمه اي رمز: ریاضی •

بیضوي خم هاي گسسته، لگاریتم حل الگوریتم هاي مرتبط، مسائل و گسسته لگاریتم مسئله دوري، گروههاي تجزیه،
ناپذیري تمیز انواع بازي، بر مبتنی تعاریف مقابل در شبیه سازي بر مبتنی تعاریف شبیه سازي: بر مبتنی تعاریف •

مفاهیم آن، کاربردهاي و نا-آگاه سازي امن، نامتقارن رمز از شبیه سازي بر مبتنی تعریف محاسباتی)، آماري، (کامل،
گواه سازي مخفی و گواه، ناپذیري تمیز دانش، اثبات

انواع نمودن بنا تصادفی، پیشگوي تعریف فیات-شامیر، مکاشفه و آرمانی ساز درهم توابع تصادفی: پیشگوي مدل •

تصادفی پیشگوهاي ناپذیري ساخت تصادفی، پیشگوي مدل در رمزنگاري ساختارهاي
شماهاي تعهد، (شماهاي امن جانبه دو پروتکلهاي کلید، توزیع و هویت تصدیق پروتکلهاي رمزنگاري: پروتکل هاي •

امن جانبه چند محاسبات خصوصی)، حریم پاسدار کاوي داده ناآگاهانه، انتقال
مشبکه ها نظریه کوانتومی، کلید تبادل آن ها، قدرت و کوانتومی ماشینهاي کوانتومی: رمزنگاري •

رمزنگاري ،UC مدل کدینگ، نظریه راز، تسهیم اطلاعات، نظریه امنیت، در صوري روشهاي مباحث: سایر معرفی •

همریخت کاملاً رمزنگاري تابعی،
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(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] Jonathan Katz and Yehuda Lindell. Introduction to Modern Cryptography. 3rd Edition, CRC Press, 2020.

[2] O. Goldreich. Foundations of Cryptograph. Volume 1: Basic Tools. Cambridge University Press, 2001.

[3] O. Goldreich. Foundations of Cryptograph. Volume 2: Basic Applications. Cambridge University Press,
2004.

[4] A.J. Menezes, P.C. van Oorschot, and S.A. Vanstone. Handbook of Applied Cryptography. CRC Press, 2001.
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داده علم در تکنیک ها و اصول فارسی: به درس عنوان

واحد و درس نوع Principles and Techniques in Data

Science
انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
است. داده علم حوزه در مختلف مسائل با کار براي موردنیاز ابزارهاي و اولیه مفاهیم با دانشجویان آشنایی درس، این هدف
مدل سازي داده ها، مصورسازي و تحلیل هم چون داده محور راه کارهاي ارائه گام هاي و اصول با دانشجویان منظور، این براي
با واقعی، مسائل در عملی صورت به روش ها این به کارگیري با و می شوند آشنا نامعین شرایط در تصمیم گیري و آماري
علم حوزه در اخلاقی مسائل آداب با دانشجویان همچنین می شوند. آشنا واقعی دنیاي در روش ها این به کارگیري چالش هاي

می شوند. آشنا داده

سرفصل ها
داده ها) تجمیع و جمع آوري (تولید، داده علم عمر چرخه با آشنایی •

داده کردن تمیز •

داده مصورسازي و اکتشافی تحلیل •

علیّت) از همزمانی تشخیص ویژگی ها، بودن ناکافی داده ها، در (بایاس داده تحلیل هاي آفت هاي •

تصمیم) نظریه پیش بینی، مدل، پارامترهاي یادگیري هزینه، (تابع مدل سازي گام هاي با آشنایی •

شده داده آموزش مدل هاي کمک به پیش بینی تخمین، نظریه کمک به مدل یادگیري آماري، استنتاج •

آن ها ارزیابی نحوه و دسته بندي روش هاي •

خط لوله ویژگی، فروشگاه مفهوم، تغییر داده، تغییر مداوم، یادگیري انتهابه انتها، یادگیري :MLOps بر مقدمه اي •

(... و تبعیض عدم داده، شفافیت خصوصی، حریم و داده (مالکیت داده علوم در آداب •

(پیشنهادي) ارزشیابی روش
نمره) درصد 40) پایان نیم سال و میان نیم سال آزمون هاي آزمون: •

نمره). درصد 40) می شوند داده تحویل نیم سال طول در که پروژه یک و عملی و نظري تمرین سه پروژه: و تمرین •

استاد کمک با را پژوهش کار دانشجو می شود. تعیین نیم سال پایان آزمون از قبل پژوهش موضوع پژوهشی: گزارش •

نمره). درصد 20) می دهد ارائه گزارش قالب در را پژوهش نتیجه کار، انجام از پس و کرده آغاز درس
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پیشنهادي علمی منابع
[1] J. Grus. Data Science from Scratch. O’Reilly, 2019.

[2] G. James, D. Witten, T. Hastie, and R. Tibshirani. An Introduction to Statistical Learning. Springer, 2017.

[3] W. McKinney. Python for Data Analysis. O’Reilly, 2012.

[4] H. Luegenbiehl and R. Clancy. Global Engineering Ethics. Elsevier, 2017.

[5] K. Davis. Ethics of Big Data: Balancing risk and innovation. O’Reilly, 2012.
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ماشین یادگیري فارسی: به درس عنوان
واحد و درس نوع Machine Learning انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مهم جنبه هاي و گرفته صورت زمینه این مختلف شاخه هاي با آشنایی و شده مطرح ماشین یادگیري مفاهیم درس این در
یادگیري حوزه در می شود. بحث مهم الگوریتم هاي و تکنیک ها مختلف، شاخه هاي در شد. خواهد معرفی آن نظري و عملی
خواهد معرفی مدل ها ارزیابی و مسائل این حل روش هاي و گرفت خواهند قرار بررسی مورد دسته بندي و رگرسیون نظارت، با
مورد در نظارت، بدون یادگیري بخش در می شود. مطرح مربوطه الگوریتم هاي و دیدگاه ها انواع بندي، دسته براي شد.
تقویتی یادگیري با مختصري آشنایی نهایت در شد. خواهد صحبت خوشه بندي و نظارت بدون ابعاد کاهش چگالی، تخمین

گرفت. خواهد صورت

سرفصل ها
یادگیري مختلف رویکردهاي و پایه مباحث مقدمه: •

واریانس و بایاس مصالحه و سازي منظم آماري، رگرسیون غیرخطی، و خطی رگرسیون بیش برازش، رگرسیون: •

لجستیکی رگرسیون تصمیم، تئوري احتمالاتی: محور، قاعده دسته اي، چند دسته بندي دسته بندي: •

پشتیبان بردار ماشین فیشر، جداساز تمایزي: دسته بندي •

تصمیم درخت هرس و C4.5 ،ID3 الگوریتم اطلاعات، بهره و آنتروپی تصمیم: درخت •

EM و Bayesian ،MLE پارامتر: تخمین روش هاي •

(CCA) متعارف همبستگی تحلیل ،(PCA) اصلی مولفه هاي تحلیل ابعاد: کاهش •

طیفی و چگالی بر مبتنی مراتبی، سلسله افرازي، روش هاي خوشه بندي: •

ویژگی انتخاب و مدل انتخاب متقابل، سنجی اعتبار مدل ها: کردن تنظیم و ارزیابی •

همسایه نزدیکترین k دسته بندي غیرپارامتري، چگالی تخمین نمونه: بر مبتنی یادگیري روش هاي •

bagging ،adaboost ،boosting جمعی: یادگیري •

کیو یادگیري سارسا، الگوریتم بی مدل، و مدل بر مبتنی روش هاي مارکوف، تصمیم فرایند تقویتی: یادگیري •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 60 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] K. Murphy. Machine Learning: A probabilistic Perspective. MIT Press, 2013.

[2] C. M. Bishop. Pattern Recognition and Machine Learning. Springer, 2006.

[3] E. Alpaydin. Introduction to Machine Learning. MIT Press, 2020.



392 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

داده آماري تحلیل فارسی: به درس عنوان
واحد و درس نوع Statistical Data Analysis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
می پردازد. داده ها تحلیل براي لازم آماري عملی و نظري پایه هاي ارائه به درس این

سرفصل ها
احتمالات با آشنایی •

آمار با آشنایی •

درست نمایی) بیشینه و بازه اي، (نقطه اي، آن انواع و تخمین •

آن خطاهاي انواع و فرضیه تست •

خطی رگرسیون •

واریانس تحلیل •

Kruskal-Wallis و Wilcoxin signed-ranked تست مانند پارامتر بدون روش هاي •

بیزي استنتاج و آمار •

(پیشنهادي) ارزشیابی روش
نمره 3 نظري: تمرین هاي •

نمره 15 پایانی: و میان ترم آزمون هاي •

نمره 2 آزمونک ها: •

پیشنهادي علمی منابع
[1] R. Walpole, R. Myers, S. Myers, and K. Ye. Probability& Statisticsfor Engineers& Scientists. 9th Edition,

Pearson, 2016.

[2] A. Tamhane and D. Dunlop. Statistics and Data Analysis: From Elementary to Intermediate. Pearson; 1999.

[3] G. Casella and R. L. Berger. Statistical Inference, Cengage Learning. 2nd Edition, Cengage Learning,
2001.
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داده مصورسازي فارسی: به درس عنوان
واحد و درس نوع Data Visualization انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
می شوند. آشنا داده ها تحلیل و درك در آن اهمیت و لزوم و داده مصورسازي مفاهیم و اصول با دانشجویان درس، این در

شد. خواهند آشنا پیچیده اطلاعات مصورسازي براي پایه اي روش هاي برخی با همچنین

سرفصل ها
آن از استفاده دلایل و داده مصورسازي مفهوم •

داده انتزاع مختلف سطوح و داده ها انواع •

داده مصورسازي در کانال ها و نشانه ها نقش •

مصورسازي در کلیدي قواعد •

کردن) تراز و مرتب کردن (جداسازي، داده ها جدولی ترتیب •

تانسوري) و برداري عددي، (زمینه هاي مکانی داده هاي نمایش •

درخت ها و شبکه ها •

کانال ها سایر و رنگ ها •

چندگانه نمایش هاي و زمان طول در نمایش تغییر •

ویژگی ها و عناصر کاهش •

(پیشنهادي) ارزشیابی روش
نمره 3 نظري: تمرین هاي •

نمره 15 پایانی: و میان ترم آزمون هاي •

نمره 2 آزمونک ها: •

پیشنهادي علمی منابع
[1] T. Munzner. Visualization Analysis and Design. CRC Press, 2015.

[2] C. Tominski and H. Schumann. Interactive Visual Data Analysis. A K Peters, 2020.

[3] N. Bremer and S. Wu. Making with Data: Physical Design and Craft in a Data-Driven World. CRC Press,
2022.

[4] K. Sosulski. Data Visualization Made Simple: Insights into Becoming Visual. Routledge, 2018.

[5] S. Murray. Interactive Data Visualization for the Web. O’Reilly Media, 2017.
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کلان داده پردازش فارسی: به درس عنوان
واحد و درس نوع Big Data Processing انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
با مرتبط زیرساخت هاي در مطرح مسائل و مفاهیم با دکترا و ارشد کارشناسی دانشجویان کردن آشنا درس، این هدف
می شود تدریس عملی و ملموس صورت به درس این در مطرح مفاهیم تمامی است. بزرگ داده هاي مدیریت و ذخیره سازي
به کنند. کار عملی صورت به آن ها با و کرده راه اندازي را تدریس شده زیرساخت هاي که می شود خواسته دانشجویان از و
آموزش حین در و شود انتخاب نیز آن از عملی فناوري یک زیرساختی، مفهوم هر از است شده سعی بهتر همگرایی منظور
Hadoop و Apache پشته از فناوري هاي همه آسان تر، یکپارچگی همچنین و بیشتر راحتی منظور به گردد. تدریس مفاهیم

شده اند. انتخاب

سرفصل ها
عامل سیستم بر عملی مروري •

عملی صورت به داده پایگاه هاي بر مروري •

کانتینر فناوري و مجازي ماشین هاي •

(MapReduce و Hadoop (مانند حجیم داده هاي تحلیل در عامل سیستم با مرتبط مفاهیم •

Hadoop در کاري جریان هاي •

Spark و حافظه اي داخل محاسبات •

HBase و Hive در آن ها کاوش و داده انبار هاي •

(Flume و Sqoop (با داده یکپارچگی •

(DataFrame و Spark SQL ،Pig (با بالاتر لایه APIهاي با داده تحلیل •

Spark با توزیع شده ماشین یادگیري بر مقدمه اي •

(پیشنهادي) ارزشیابی روش
نمره) درصد 40) پایان نیم سال و میان نیم سال آزمون هاي آزمون: •

نمره). درصد 40) می شوند داده تحویل نیم سال طول در که عملی پروژه یک و تئوري تمرین سه پروژه: و تمرین •

استاد کمک با را پژوهش کار دانشجو می شود. تعیین پایان نیم سال آزمون از قبل پژوهش موضوع پژوهشی: گزارش •

نمره). درصد 20) می دهد ارائه گزارش قالب در را پژوهش نتیجه کار، انجام از پس و کرده آغاز درس

پیشنهادي علمی منابع

[1] B. Bengfort and J. Kim. Data analytics with Hadoop: an introduction for data scientists. O’Reilly, 2016.
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بهینه سازي روش هاي فارسی: به درس عنوان
واحد و درس نوع Optimization Methods انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
کامپیوتري شبکه هاي حوزه در مطرح مسائل حل و مدل سازي براي ریاضی بهینه سازي روشهاي بر مروري درس، این از هدف
از زیرشاخه اي که می باشد محدب بهینه سازي بر اصلی تأکید است. منابع) تخصیص مسائل ویژه (به سیم بی ارتباطات و
بهینه سازي بودن، محدب می پردازد. محدب مجموعه هاي روي محدب توابع بهینه سازي مسئله مطالعه به و است بهینه سازي
مرتبه شرایط و دارد تطابق سراسري بهینه با الزاماً محلی بهینه حالت، این در زیرا می کند، آسان تر کلی حالت به نسبت را
طریق از مسائل پنهان بودن محدب کشف تکنیک هاي به ویژه اي توجه می شوند. محسوب کافی شرایط بهینگی، براي اول

شد. خواهد الگوریتمی یا تحلیلی صورت به راه حل مناسب توصیف نیز و مناسب دستکاري هاي

سرفصل ها
و انصاف پرتو، بهینگی اقتصادي، کارایی مهندسی، کارایی (سودمندي، منابع تخصیص پایه مفاهیم و مبانی مقدمه، •

آن) انواع
مقعر لاگ و محدب لاگ توابع محدب، شبه توابع محدب، توابع و مجموعه ها •

شبکه اي: مثال هاي مخروطی، دوم، مرتبه مخروطی معین، نیمه مربعی، (خطی، بهینه سازي مسائل کانونی اشکال •

(max-min fair توان تخصیص
تصادفی) و قطعی تکرارشونده بهینه سازي (روش هاي مرتبط الگوریتم هاي و همگرایی اثبات گرادیان، نزول •

دیفرانسیل ساب و گرادیان ساب •

براي آبیاري الگوریتم شبکه اي: (مثال هاي بهینگی) (شرایط (KKT) کاروش-کون-توکر شرایط و دوگانی نظریه •

توان) تخصیص
.ADMM یگان-دوگان، دوگان، صعود الگوریتم هاي محدب، مسائل تجزیه مزدوج، توابع •

توزیع شده بهینه سازي •

غیرمحدّب بهینه سازي بر مقدمه اي •

بهینه سازي) و بازار (طراحی شبکه در منابع تخصیص براي قیمت گذاري مکانیزم هاي بر مقدمه اي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 تمرین ها: •

نمره درصد 60 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پروژه: •
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پیشنهادي علمی منابع
[1] R. Srikant and L. Ying. Communication Networks: An Optimization, Control, and Stochastic Networks

Perspective. Cambridge University Press, 2013.

[2] S. P. Boyd and V. Lieven. Convex Optimization. Cambridge University Press, 2004.

[3] R. A. Berry and R. Johari. Economic Modeling in Networking: A Primer. Foundations and Trends in
Networking, Vol. 6, No. 3, pp. 165-286, 2013.

[4] S. Shakkottai and R. Srikant. Network Optimization and Control. Foundations and Trends in Networking,
Vol. 2, No. 3, pp 271-379, 2008.

[5] M. J. Neely. Stochastic Network Optimization with Application to Communication and Queueing Systems.
Synthesis Lectures on Communication Networks, Morgan & Claypool Publishers, 2010.
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عمیق یادگیري فارسی: به درس عنوان
واحد و درس نوع Deep Learning انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
این است. مسائل انواع حل در رویکرد این کاربرد و عصبی رایانش اصول و مفاهیم با دانشجویان نمودن آشنا درس این هدف
خواهد تمرکز زمینه این در یافته ها جدیدترین و عمیق شبکه هاي روي بر عصبی، رایانش اصلی مفاهیم آموزش بر علاوه درس

کرد.

سرفصل ها
کاربردها پیاده سازي، روش هاي تاریخچه، انگیزه، و تعریف عصبی: رایانش معرفی •

تعمیم و حفظ قدرت چندلایه، شبکه هاي آدالین، و پرسپترون پردازشگر واحدهاي شبکه، گراف جلورو: شبکه هاي •

زمانی سري هاي پیش بینی در کاربرد شبکه، آموزش مختلف روش هاي خطا، پس انتشار قانون جلورو: شبکه هاي •

شونده متکامل خودسازمانده ویژگی نقشه هاي خودسازمانده، ویژگی نقشه و رقابتی یادگیري •

متراکم شبکه باقیمانده اي، شبکه آن، توسعه هاي و پیچشی شبکه •

انقباضی و پشته اي نویزگیر نویزگیر، تنک، شده، تنظیم پایه، خودکدگذار شبکه هاي خودکدگذار: شبکه هاي •

پخشی مدلهاي تقابلی، مولد شبکه تغییراتی، خودکدگذار شبکه مولد: مدل هاي •

دروازه دار بازرخدادي واحد بلند، کوتاه-مدت حافظه معمولی، بازرخدادي واحد بازرخدادي: شبکه هاي •

زمانی سري هاي پیش بینی در کاربرد کامل، بازگشتی جردن، المن، شبکه هاي معماري ها، بازرخدادي: شبکه هاي •

عمیق باور شبکه هاي محدود، بولتزمن ماشین بولتزمن، ماشین آن: توسعه هاي و بولتزمن ماشین •

جی-پی-تی برت، ترانسفورمر، مدل توجه، انواع توجه: مکانیزم •

نمونه کاربردهاي تقویتی، یادگیري در عمیق عصبی شبکه هاي تقویتی، یادگیري معرفی عمیق: تقویتی یادگیري •

(پیشنهادي) ارزشیابی روش
نمره درصد 50 پروژه ها: و ین ها تمر •

نمره درصد 20 مطالعاتی: گزارش •

نمره درصد 30 نیم سال: پایان آزمون •
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پیشنهادي علمی منابع
[1] I. Goodfellow, Y. Bengio, and A. Courville. Deep Learning. MIT Press, 2016.

[2] A. Zhang, Z. C. Lipton, M. Li and A. J. Smola. Dive into Deep Learning. 2021.

[3] S. Samarasinghe. Neural Networks for Applied Sciences and Engineering. Taylor & Francis, 2006.

[4] S. Haykin. Neural Networks and Learning Machines. Prentice-Hall, 2009.
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داده علم نظري مبانی فارسی: به درس عنوان
واحد و درس نوع Theoretical Foundations of Data Science انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
بالا، ابعاد هندسه هماند مختلفی جنبه هاي از مبانی این است. داده علم نظري مبانی و مفاهیم با آشنایی درس این هدف
مهم جنبه هاي خصوص در همچنین تصادفی گراف هاي مارکوف، زنجیره و تصادفی زنی قدم بالا، ابعاد با داده هاي بعد کاهش

شد. خواهد بحث سیستم ها این تحلیل و ارزیابی

سرفصل ها
مقدمه •

بالا ابعاد داراي فضاهاي •

بالا ابعاد با داده هاي براي توزیع تخمین •

بعد کاهش مختلف روش هاي •

تصادفی قدم زنی و مارکوف زنجیره •

مارکوف زنجیره همگرایی •

اجتماعی شبکه هاي تحلیل و تصادفی گراف •

موضوعی مدل سازي •

ماتریس تجزیه مختلف روش هاي •

خوشه بندي در طیفی روش هاي •

(پیشنهادي) ارزشیابی روش
نمره 3 نظري: تمرین هاي •

نمره 15 پایانی: و میان ترم آزمون هاي •

نمره 2 آزمونک ها: •

پیشنهادي علمی منابع

[1] A. Blum, J. Hopcroft and R. Kannan. Foundations of Data Science. Cambridge University Press, 2020.
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زمانی سري هاي تحلیل فارسی: به درس عنوان
واحد و درس نوع Time Series Analysis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
تحلیل، انواع مسائل، این در کرد. مدل سازي تصادفی فرایندهاي صورت به می توان را واقعی دنیاي نیازمندي هاي از بسیاري
و زمانی سري هاي انواع با درس، این در می کند. هوشمند تصمیم گیري هاي به شایانی کمک پیش بینی توصیف، مانند

می شویم. آشنا مرتبط تحلیل هاي همینطور و آن کاربردهاي

سرفصل ها
تصادفی فرایندهاي و احتمال و آمار مرور •

خودهمبستگی) تابع و اولیه (مدل هاي زمانی سري هاي مقدمات •

ARIMA و (ARMA) رگرسیون خود متحرك متوسط مدل هاي با آشنایی •

(Decomposition) تجزیه و (smoothing) کردن نرم روش هاي ،(seasonal) فصلی مدل هاي •

(Intervention Analysis) مداخله تحلیل •

Longitudinal داده هاي تحلیل •

ARCH مدل و برداري رگرسیون خود مدل هاي •

توزیع طیفی تخمین و غیرپارامتري تحلیل روش هاي •

ARIMA حافظه دار مدل هاي •

ترنسفرمرها) و LSTM ،CNN (مانند مرتبط ماشین یادگیري روش هاي •

(پیشنهادي) ارزشیابی روش
نمره 3 نظري: تمرین هاي •

نمره 15 پایانی: و میان ترم آزمون هاي •

نمره 2 آزمونک ها: •

پیشنهادي علمی منابع
[1] R. H. Shumway and D. S. Stoffer. Time Series Analysis and Its Applications With R Examples. 4th Edition,

Springer, 2012.
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داده خصوصی حریم و امنیت فارسی: به درس عنوان
واحد و درس نوع Data Security and Privacy انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
رابطه اي معماري و مدل ها منظور، این براي است. داده خصوصی حریم و امنیت به مربوط موضوعات در برگیرنده درس این
استنتاج مانند جدید چالش هاي همچنین، می شوند. بیان داده پایگاه هاي در اطلاعات محرمانگی و صحت رویه هاي نیز و امن

می گیرند. قرار بررسی مورد آن ها به مربوط راه کارهاي و داده، خصوصی حریم داده،

سرفصل ها
امنیتی مدل هاي انواع داده، امنیت مکانیزمهاي و نیازها داده، پایگاه هاي بر مقدمه اي مقدمه: •

اختیار اعطاي مدل ،Take-Grant دسترسی کنترل ماتریسی، پایه روش هاي داده ها: اختیاري دسترسی کنترل •

آن، گسترش و System Rدر
NoSQL و XML ،(ORION (مدل شیءگرا جدید: پایگاه داده هاي در دسترسی کنترل •

سندهو جاجودیاـ مدل چندسطحی، امن رابطه اي مدل داده ها: پایگاه اجباري دسترسی کنترل •

دسترسی کنترل مدیریت مدل نقش -مبنا، مدل هاي انواع آن ها: مدیریت و نقش -مبنا دسترسی کنترل مدل هاي •

نقش-مبنا
(مفهومی، مقابله روشهاي و استنتاج حملات انواع مدل، استنتاج، انواع داده: استنتاج مسئله و آماري داده پایگاه هاي •

گرا) اعوجاج محدودساز،
بقراطی داده پایگاه اصول، انواع، ماهیت، و تعریف خصوصی: حریم •

مدل به حملات ،k مرتبه گمنامی (مدل داده انتشار در استنتاج حملات خصوصی: حریم براي گمنامی مدل هاي •

تفاضلی خصوصی حریم ،L مرتبه تنوع گمنامی مدل ،k مرتبه گمنامی
محور مکان سرویس هاي و اجتماعی شبکه هاي در خصوصی حریم •

صحت مدل هاي و مکانیزم ها امن، DBMS معماري هاي امن: داده پایگاه طراحی •

تجاري محصولات در امنیت •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] M. G. Fugini, S. Castano, and G. Martella. Database Security. ACM Press, 1994.

[2] M. Gertz, S. Jajodia. Handbook of Database Security: Applications and Trends. Springer, 2007.

[3] M. Abrams, S. Jajodia, H. Podell. Information Security: An Integrated Collection of Essays. IEEE Computer
Society Press, 1995.

[4] D. Denning. Cryptography and Data Security. Addison-Wesley, 1982.

[5] E. Bertino, G. Ghinita and A. Kamra. Access Control for Databases: Concepts and Systems. Foundations
and Trends in Databases: Vol. 3: No. 1-2, pp 1-148, 2011.
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طبیعی زبان هاي پردازش فارسی: به درس عنوان
واحد و درس نوع Natural Language Processing انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
سیستم هاي از است. کامپیوتر محیط در طبیعی زبان فهم توانایی ایجاد روش هاي با دانشجویان نمودن آشنا درس این هدف
و ماشینی، ترجمه اطلاعات، استخراج احساس، تحلیل پاسخ، و پرسش سیستم هاي به می توان زبان پردازش بر مبتنی
زبان پردازش روش هاي با آشنایی سیستم هایی چنین طراحی راستاي در گام مهم ترین کرد. اشاره متون خلاصه سازي
طبیعی زبان پردازش روش هاي معرفی به درس، این در می کنند. عمل آماري الگوریتم هاي مبناي بر بیشتر که است طبیعی
نقش برچسب گذاري معنایی، تحلیل نامدار، موجودیت هاي تشخیص زبان، نحوي تجزیه کلام، اجزاي برچسب زنی جمله از

شد. خواهد پرداخته موضوع تشخیص و معنایی،

سرفصل ها
طبیعی زبان پردازش اولیه مفاهیم با آشنایی •

املایی خطاي تصحیح بن واژه سازي، ریشه یابی، بهنجارسازي، واحدسازي، متن: پیش پردازش •

زبانی مدل هاي ارزیابی عصبی، و احتمالاتی زبانی مدل هاي زبانی: مدل هاي •

عصبی شبکه و خطی جبر بر مبتنی کلمات ایستاي بازنمایی واژه، بر مبتنی بازنمایی متن: بازنمایی •

متن خوشه بندي و دسته بندي •

دنباله اي عصبی مدل سازي شرطی، تصادفی میدان مارکوف، مخفی مدل متن: دنباله اي مدل سازي •

نامدار موجودیت هاي تشخیص و کلام اجزاي برچسب زنی •

مبدلها توجه، مکانیزم کدگذار-کدگشا، مدل هاي دنباله به دنباله: مدل هاي •

بزرگ زبانی مدل هاي و بافت بر مبتنی پویا بازنمایی •

وابستگی تجزیه سازه، بر مبتنی آماري و نحوي تجزیه زبان: نحوي تجزیه •

معنایی نقش برچسب گذاري کلمات، معنایی ابهام رفع متن: معنایی تحلیل •

مکالمه محور سامانه هاي پاسخ، و پرسش متون، خلاصه سازي و ترجمه احساس، تحلیل کاربردي: سامانه هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 پروژه: و تمرین ها •

نمره درصد 70 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] D. Jurafsky and J. Martin, Speech and Language Processing: An Introduction to Natural Language

Processing, Computational Linguistics, and Speech Recognition. 3rd Edition (draft), 2025.

[2] Yoav Goldberg. A Primer on Neural Network Models for Natural Language Processing. 2015.



405 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

عمیق تقویتی یادگیري فارسی: به درس عنوان
واحد و درس نوع Deep Reinforcement Learning انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
روش هاي سپس و میشوند معرفی مارکوف مدل هاي ابتدا درس این در است. عمیق تقویتی یادگیري با آشنایی درس این هدف

میگیرند. قرار بررسی مورد نقاد و عامل و ارزش توابع سیاست، بر مبتنی

سرفصل ها
مارکوف تئوري •

تقلیدي یادگیري •

عمیق تقویتی یادگیري چارچوب •

سیاست بر مبتنی عمیق تقویتی یادگیري •

نقاد و عامل بر مبتنی عمیق تقویتی یادگیري •

ارزش توابع بر مبتنی عمیق تقویتی یادگیري •

مدل بر مبتنی عمیق تقویتی یادگیري •

عمیق تقویتی یادگیري در اکتشاف روش هاي •

معکوس عمیق تقویتی یادگیري •

برخط غیر عمیق تقویتی یادگیري •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] R. S. Sutton and A. G. Barto. Reinforcement Learning: An Introduction. 2nd ed., The MIT Press 2018.

[2] S. Ravichandiran. Deep Reinforcement Learning with Python. 2nd ed., Packt Publishing 2020.
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مقیاس پذیر ماشین یادگیري فارسی: به درس عنوان
واحد و درس نوع Scalable Machine Learning انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
نیازمند یادگیري، براي بزرگ دادگان به ماشین یادگیري مدل هاي از بسیاري نیاز و حجیم دادگان افزایش به توجه با
درس، این در کند. فراهم را دادگان نوع این براي ماشین یادگیري روش هاي از استفاده امکان که هستیم چارچوب هایی
معرفی را مفاهیم این پیاده سازي براي موجود ابزارهاي همینطور و موازي و توزیع شده ماشین یادگیري مفاهیم و اصول

می کنیم.

سرفصل ها
توزیع شده محاسبات اولیه مفاهیم •

(Resilient Distributed Dataset) بازیابی قابل توزیع شده دادگان با آشنایی و Spark بر مروري •

ماشین یادگیري در Spark کاربرد •

(Model Persistence) مدل پایداري و Spark MLlib کتابخانه •

توزیع شده XGBoost مانند توزیع شده ناظر با یادگیري روش هاي •

توزیع شده k-means مانند توزیع شده ناظر بدون روش هاي •

GraphX با آشنایی و مقیاس پذیر گراف مبتنی داده هاي تحلیل •

(Federated Learning) متحد یادگیري روش هاي •

Pytorch در Distributed Data Parallel و موازي و توزیع شده ژرف یادگیري •

(پیشنهادي) ارزشیابی روش
نمره 3 نظري: تمرین هاي •

نمره 15 پایانی: و میان ترم آزمون هاي •

نمره 2 آزمونک ها: •

پیشنهادي علمی منابع
[1] B. Quinto. Next-Generation Machine Learning with Spark. Apress, 2020.

[2] R. Bekkerman, M. Bilenko, and J. Langford. Scaling Up Machine Learning : Parallel and Distributed
Approaches. Cambridge University Press, 2012.
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داده تعاملی تحلیل سامانه هاي فارسی: به درس عنوان
واحد و درس نوع Interactive Data Analysis Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
را کاربران نیاز مورد داده هاي سامانه ها این است. داده تعاملی تحلیل سامانه هاي با دانشجویان آشنا یی درس این از هدف
عرضه مختلف، نمایش هاي ارائه و داده ها این تحلیل با را کاربران موردنیاز دانش و اطلاعات و کرده تجمیع و جمع آوري

می پردازد. نکات این بیان به درس این که شود گرفته نظر در نکاتی بایستی سامانه ها این تولید براي می کنند.

سرفصل ها
پاسخ) به داده ها تبدیل و داده اي نیازمندي هاي (استخراج مقدمه •

داده) قالب هاي و APIها ورودي ها، مختلف (انواع داده ها جمع آوري •

داده جمع آوري در سوگیري و نمونه برداري •

داده کیفیت و داده تمیزسازي •

استفاده) قابل ماشین یادگیري و تبدیل ها ،EDA (شامل داده تحلیل براي ابزارها •

آن طراحی فرایند و نمایش چارچوب •

بزرگ داده هاي نمایش •

ترکیب بندي) و نشان گذاري تعامل، داده، (نمایش طراحی شده نمایش توسعه •

(پیشنهادي) ارزشیابی روش
نمره 3 نظري: تمرین هاي •

نمره 15 پایانی: و میان ترم آزمون هاي •

نمره 2 آزمونک ها: •

پیشنهادي علمی منابع
[1] L. Arge. External memory geometric data structures. Lecture notes, 2005.

[2] A. Kirk. Data visualisation: A handbook for data driven design. Sage, 2016.

[3] C. N. Knaflic. Storytelling with data: A data visualization guide for business professionals. John Wiley &

Sons, 2015.
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مقیاس پذیر برنامه سازي اصول فارسی: به درس عنوان
واحد و درس نوع Principles of Scalable Programming انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
کارایی با و مقیاس پذیر برنامه نویسی پارادایم هاي و الگوها با دکترا و ارشد کارشناسی دانشجویان کردن آشنا درس، این هدف
دانشجویان به برنامه نویسی زبان چند یا یک در عملی صورت به باید الگوها این است. بالا مقیاس سیستم هاي ساخت براي بالا

است. اسکالا پیشنهادي زبان که شود تدریس

سرفصل ها
(... و استثنائات، حافظه، به دسترسی نوع زباله، (جمع اوري برنامه سازي زبان هاي در مقیاس پذیري بر بحثی •

(.... و تابعی برنامه نویسی شی گرایی، (ماژول، تجرید ها انواع از پشتیبانی •

تابعی طراحی و برنامه نویسی •

موازي دیتا جمع اوري و همزمان برنامه نویسی •

واکنشی برنا مه نویسی •

توزیع شده برنامه نویسی •

akka سکوي و اکتور مدل •

داده جریانی پردازش •

(پیشنهادي) ارزشیابی روش
نمره) درصد 40) پایان نیم سال و میان نیم سال آزمون هاي آزمون: •

نمره). درصد 40) می شوند داده تحویل نیم سال طول در که عملی پروژه یک و تئوري تمرین سه پروژه: و تمرین •

استاد کمک با را پژوهش کار دانشجو می شود. تعیین پایان نیم سال آزمون از قبل پژوهش موضوع پژوهشی: گزارش •

نمره). درصد 20) می دهد ارائه گزارش قالب در را پژوهش نتیجه کار، انجام از پس و کرده آغاز درس

پیشنهادي علمی منابع
[1] M. Vanier. Scalable computer programming languages. 2008.

[2] M. Odersky, L. Spoon, and B. Venners. Programming in Scala: Updated for Scala 2.12.. Third Edition,
Artima Incorporation, 2016.

[3] A. Prokopec. Learning Concurrent Programming in Scala. Packt Publishing Ltd, 2017.

[4] P. Chiusano and R. Bjarnason. Functional programming in Scala. Simon and Schuster, 2014.
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کلان داده سیستم هاي معماري فارسی: به درس عنوان
واحد و درس نوع Architecture of Big-Data Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
سامانه هاي ساخت و طراحی در مطرح مسائل و مفاهیم با دکترا و ارشد کارشناسی دانشجویان کردن آشنا درس، این هدف
این در دارند. مختلفی انواع که دارند کار و سر داده ها از بزرگی حجم با سامانه ها این عموم هستند. داده بر مبتنی بزرگ

می شوند. داده آموزش می افتند اتفاق ّ ها سامانه  این در که مختلفی چالش هاي و مسائل حل نحوه درس

سرفصل ها
نگهداري قابلیت و مقیاس پذیر اطمینان، قابل سیستم هاي •

... و NoSQL مانند جو و پرس زبان هاي و داده مدل هاي •

داده ساختارهاي انواع کمک به بازیابی و ذخیره سازي •

داده ها جریان در تکامل و (... و JSON ،XML کمک (به کدگذاري •

رهبر بدون تکثیر رهبر، چند با تکثیر تکثیر، تأخیر پیروان، و رهبران تکثیر: •

... و ثانویه، نمایه سازي هاي کلید-مقدار، داده هاي تکثیر، با ارتباط تقسیم بندي: •

(SSI ،PL2 واقعی، سریال (اجراي سریال سازي قابلیت و ایزوله سازي ضعیف سطوح تراکنش ها: •

... و سفارش ضمانت سیستم ها، خطی سازي ثبات، ضمانت هاي اجماع: و ثبات توزیع شده، سامانه هاي مشکلات •

جریانی و دسته اي پردازش •

DevOps و CI/CD مانند مهم مباحث سایر •

(پیشنهادي) ارزشیابی روش
نمره) درصد 40) پایان نیم سال و میان نیم سال آزمون هاي آزمون: •

نمره). درصد 40) می شوند داده تحویل نیم سال طول در که عملی پروژه یک و تئوري تمرین سه پروژه: و تمرین •

استاد کمک با را پژوهش کار دانشجو می شود. تعیین پایان نیم سال آزمون از قبل پژوهش موضوع پژوهشی: گزارش •

نمره). درصد 20) می دهد ارائه گزارش قالب در را پژوهش نتیجه کار، انجام از پس و کرده آغاز درس

پیشنهادي علمی منابع
[1] M. Kleppmann. Designing data-intensive applications: The big ideas behind reliable, scalable, and

maintainable systems. O’Reilly, 2017.
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پیچیده شبکه هاي تحلیل فارسی: به درس عنوان
واحد و درس نوع Complex Networks Analysis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
در می باشد. پیچیده شبکه اي و گرافی داده هاي پردازش و تحلیل تکنیک هاي با دانشجویان نمودن آشنا درس این هدف
مرتبط، مختلف مسائل همچنین می گردند. تحلیل تجربی و نظري صورت به آن ها انواع و پیچیده شبکه هاي درس، این
و جوامع ساختار پیوند ها، تحلیل شکل گیري، فرایند هاي انتشار، بهینه سازي تاثیر، بیشینه سازي تصادفی، مدل هاي قبیل از

می گیرند. قرار بررسی مورد بازنمایی یادگیري و پیوندها پیش بینی خوشه بندي،

سرفصل ها
پیچیده. شبکه هاي تحلیل ساده روش هاي با آشنایی مثال ها، و کاربردها پیچیده، شبکه هاي معرفی مقدمه: •

غول پیکر، جزء درجه، توزیع قبیل از آن گوناگون جنبه هاي تجربی و نظري تحلیل و تجزیه و تصادفی گراف مدل •

قطر. و خوشه بندي ضریب
مدل ها. عملی و نظري تحلیل و تجزیه کوچک، دنیاي مدل هاي کوچک، دنیاي پدیده •

.submodular بهینه سازي پیچیده، شبکه هاي در تاثیر کردن بیشینه پیچیده، شبکه هاي در اطلاعات آبشاري رفتار •

.CELF الگوریتم پیچیده، شبکه هاي در شیوع کشف •

آن. تجربی و نظري تحلیل و ترجیحی اتصال توانی، درجه توزیع پیچیده، شبکه هاي تشکیل فرایندهاي •

کاربردها. شخصی شده، صفحه رتبه الگوریتم صفحه، رتبه الگوریتم ،HITTS الگوریتم پیوندها، ساختار تحلیل و تجزیه •

الگوریتم هاي پیمانگی، نیومن، گیروان الگوریتم پیچیده، شبکه هاي در خوشه ها و انجمن ها ساختار ضعیف، روابط قدرت •

سریع. پیمانگی بهینه سازي نظري، تحلیل پیچیده، شبکه هاي خوشه بندي براي طیفی
.AGM الگوریتم ،CPM الگوریتم ،NCP نمودار پیچیده، شبکه هاي در همپوشان خوشه هاي و انجمن ها •

نزدیکی. معیارهاي بر مبتنی روش هاي یادگیري، بر مبتنی روش هاي پیچیده، شبکه هاي در پیوند پیش بینی •

.node2vec الگوریتم ،deepwalk الگوریتم پیچیده، شبکه هاي در بازنمایی یادگیري •

پیچیده. شبکه هاي ساختار استنتاج آن ها، مختلف معماري هاي و گرافی عصبی شبکه هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] D. Easley and J. Kleinberg. Networks, Crowds, and Markets: Reasoning about a Highly Connected World.

Cambridge University Press, 2010.

[2] T. Christiano Silva and L. Zhao. Machine Learning in Complex Networks. Springer, 2016.

[3] M. Newman. Networks. Oxford University Press, 2018.
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زیستی داده هاي تحلیل فارسی: به درس عنوان
واحد و درس نوع Biological Data Analysis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
شامل موارد این است. زیستی حجیم داده هاي تحلیل براي موجود الگوریتم هاي با دانشجویان آشنایی درس، این از هدف

است. تک سلولی روش هاي و پروتئین و دنا برهم کنش تحلیل رنا، و دنا توالی یابی هاي کتابخانه، آماده سازي

سرفصل ها
کتابخانه آماده سازي •

کردن phase و اگزون تمام نهی برهم ژنوم، تمام نهی برهم دنا: توالی یابی •

رنا توالی یابی •

ژن بیان تنظیمی شبکه هاي یافتن •

پروتئین و دنا کنش برهم تحلیل •

ChIP-Seq روش •

ATAC-Seq روش •

متیف ها یافتن •

آن ها در داده ها تحلیل و تک سلولی روش هاي •

پیشنهادي علمی منابع

[1] C. Q. Ye (ed). Big data analysis for bioinformatics and biomedical discoveries. CRC Press, 2016.



413 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

چند رسانه اي داده هاي تحلیل فارسی: به درس عنوان
واحد و درس نوع Multimedia Data Analysis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
در ویدئو بازیابی و چندوجهی، سیگنال پردازش چندرسانه اي، فایل هاي گفتار، و صدا پردازش با دانشجویان درس این در
با و کرده درك را پیشرفته چندرسانه اي جستجوي سیستم یک جنبه هاي دانشجویان شد. خواهند آشنا بزرگ مقیاس
و شده آشنا ویدئو و تصویر پردازش صدا، پردازش و گفتار تشخیص اطلاعات، بازیابی براي ژرف یادگیري الگوریتم هاي
با عملی و عمیق تجربه آن ها کرد. خواهند تجربه را ناهمگن چندرسانه اي داده هاي از زیادي حجم مدیریت پیچیدگی هاي

داشت. خواهند چندوجهی همجوشی و سنتز) یا و (تشخیص پردازش در درگیر الگوریتم هاي از برخی

سرفصل ها
چندرسانه اي تحقیق روش و مشکلات کاربردها؛ و مقدمه •

ویدیو) و تصویر متن، (صوت، چندرسانه اي ها پردازش و سازي مدل ابزارهاي معرفی •

بزرگ مقیاس در ویدئو و تصویر پردازش •

چندرسانه اي داده هاي همجوشی •

چندرسانه اي پذیري مقیاس •

اخلاق و عمومی، امنیت بشر، حقوق در چندرسانه اي •

بصري ترانسفورماتورهاي چندرسانه اي، نظارتی خود چندرسانه اي: عمیق یادگیري •

چندرسانه اي سوالات-پاسخ هاي سیستم هاي •

چندرسانه اي جستجوي •

ویدیو و تصویر به متن تولیدکننده متخاصم شبکه تصویر: تولید براي زبان و بینایی از استفاده •

(پیشنهادي) ارزشیابی روش
نمره 3 تمرین ها: •

نمره 2 آزمونک ها: •

نمره 7 پروژه: •

8 پایانی: و میان ترم آزمون هاي •
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پیشنهادي علمی منابع
[1] S. Vrochidis, B. Huet, E. Y. Chang, and I. Kompatsiaris. Big Data Analytics For Large-Scale Multimedia

Search. Wiley & Sons, 2019.

[2] E. Chang. Foundations of Large-Scale Multimedia Information Management and Retrieval. Springer, 2011.

[3] S. Zhao, M. Xu, Q. Huang, and B. W. Schuller. Introduction to the Special Issue on MMAC: Multimodal
Affective Computing of Large-Scale Multimedia Data. IEEE Multimedia, 2021.
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مکانی داده هاي تحلیل فارسی: به درس عنوان
واحد و درس نوع Spatial Data Analysis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
داده هاي تحلیل و پردازش ذخیره سازي، براي کارا الگوریتم هاي و داده ساختارها با دانشجویان آشنایی درس، این از هدف
و ناوبري سامانه هاي مکان محور، سامانه هاي جمله از مختلف کاربردهاي در درس این در ارائه شده موضوعات است. مکانی

می گیرند. قرار استفاده مورد جغرافیایی اطلاعات سامانه هاي

سرفصل ها
چندضلعی ها سطوح، نقاط، مکانی: داده هاي •

خطا دقت، اندازه گیري، •

پنجره بندي و مکان یابی بازه اي، جستجوي مکانی، داده هاي ساختمان بازیابی: و ذخیره سازي •

نزدیک ترین یافتن و محدب پوسته ي محاسبه ي مساحت، و محیط فاصله، اندازه گیري مانند مکانی داده هاي پردازش •

نقاط
اشکال برازش خوشه بندي، توکی، عمق میانه، مرکز، یافتن مانند مکانی داده هاي تحلیل •

خطی برنامه ریزي روش هاي •

نقشه) داده هاي تحلیل و نقشه مختلف لایه هاي ترکیب و پایه عملیات و (ذخیره سازي جغرافیایی نقشه هاي •

رویه ها و سه بعدي نقشه هاي •

مثلث بندي شده نامنظم شبکه هاي •

تخمین درون یابی، نمونه برداري، •

(پیشنهادي) ارزشیابی روش
نمره درصد 55 پایان ترم): و (میان ترم آزمون •

نمره درصد 25 تمرین: •

نمره درصد 20 پروژه: •
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پیشنهادي علمی منابع
[1] R. P. Haining and R. Haining. Spatial Data Analysis: Theory and Practice. Cambridge University Press,

2003.

[2] C. Lloyd. Spatial Data Analysis: An Introduction for GIS users. Oxford University Press, 2010.

[3] M. de Berg, O. Cheong, M. van Kreveld, and M. Overmars. Computational Geometry: Algorithms and
Applications. 3rd Edition, Springer-Verlag, 2008.

[4] C. McGrew, A. Lembo, and C. Monroe. An introduction to statistical problem solving in geography. 3rd
Edition, Waveland Press, 2014.
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رایانشی قرآن کاوي فارسی: به درس عنوان
واحد و درس نوع Computational Quran Mining انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
است. آن ها از اطلاعات استخراج و تحلیل و پردازش روش هاي و قرآنی فراداده هاي و داده ها با آشنایی درس، این از هدف

سرفصل ها
کریم قرآن به پرداخت منظرهاي و قرآنی داده بر مقدمه اي •

مقدس متون به تطبیقی نگاه •

مطرح محاسباتی مسائل از برخی •

مقدس کتب سایر و قرآنی واژه شناسی •

(wordnet) حدیثی و قرآنی لغات شبکه •

موضوع) مدل سازي و ماتریسی تجزیه و distributional semantics بر (مبتنی متنی بازنمایی و زبانی مدل •

بازنمایی براي عصبی شبکه هاي زبانی مدل هاي •

(... و ساختاري، (معنایی، قرآنی جست وجوهاي و تحلیل •

تطبیقی مطالعه و قرآنی ترجمه هاي سیستماتیک بررسی قرآن، تفاسیر محاسباتی ارزیابی و بررسی مانند ویژه مباحث •

مقدس کتب

(پیشنهادي) ارزشیابی روش
درصد 15 آزمونک: •

درصد 50 تمرین: •

درصد 25 نهایی: پروژه •

درصد 10 پایانی: آزمون •

پیشنهادي علمی منابع
[1] D. Jurafsky and J. H. Martin. Speech and Language Processing. 3rd Edition, Prentice Hall, 2023.

[2] C. D. Manning and H. Schuetze. Foundations of Statistical Natural Language Processing. The MIT Press,
1999.

[3] I. Goodfellow, Y. Bengio, and A. Courville. Deep Learning. The MIT Press, 2016.

[4] S. Schreibman, R. Siemens, and J. Unsworth. A companion to digital humanities. John Wiley & Sons, 2008.
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سلامت داده هاي تحلیل فارسی: به درس عنوان
واحد و درس نوع Health Data Analysis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
سلامت حوزه در داده تحلیل کاربرد و زمینه ها روش ها، مفاهیم، با آشنایی

سرفصل ها
فرصت ها و چالش ها رفتار، ماهیت، سلامت، داده هاي •

داده هاي نیاز مورد ملاحظات و ویژگی ها سلامت، سیستم داده اي حوزه هاي و پزشکی اطلاعاتی ساختار با آشنایی •

سلامت
جهان و ایران در سلامت داده هاي انتقال و ذخیره سازي الگوریتم هاي و پلتفرم ها با آشنایی •

موردي) مطالعات مرور (براساس اصلی حوزه هاي تفکیک به سلامت داده هاي تحلیل با آشنایی •

جهانی و ملی محلی، سلامت سیستم کارایی بهبود و تحلیل در داده تحلیل کاربرد •

سلامت بیمه هاي کارایی بهبود و تحلیل خصوص در داده تحلیل کاربرد •

همه گیري مدیریت در داده تحلیل •

دوم) و اول بخش هاي با همزمان (ارائه سلامت داده هاي تحلیل کارگاه •

(پیشنهادي) ارزشیابی روش
نمره 3 نظري: تمرین هاي •

نمره 15 پایانی: و میان ترم آزمون هاي •

نمره 2 آزمونک ها: •

پیشنهادي علمی منابع
[1] T. L. Strome. Healthcare Analytics for Quality and Performance Improvement. Wiley, 2013.

[2] C. K. Reddy and C. C. Aggarwal. Healthcare Data Analytics (Chapman & Hall/CRC Data Mining and
Knowledge Discovery Series Book 36). Chapman and Hall/CRC, 2015.
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مالی داده هاي تحلیل فارسی: به درس عنوان
واحد و درس نوع Financial Data Analysis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
چگونه که می آموزند دانشجویان ویژه طور به می شوند. آشنا کارها و کسب و مالی داده هاي تحلیل با دانشجویان درس این در

بپردازند. بازارها پیش بینی به آن ها از استفاده با و کنند پیاده سازي را مالی فرایندهاي و مدل ها

سرفصل ها
مالی فرایندهاي و داده ها •

آن مفهوم و قیمت ◦

سبدها بازدهی و بهادار اوراق فردي بازدهی ◦

فاکتوري مدل هاي و ریسک ◦

سبد بازدهی ریسک با تعدیل شده متریک هاي ◦

مارکویتز میانگین-واریانس بهینه سازي ◦

(option) مشتقه اوراق و ثابت درآمد اوراق ◦

مالی داده هاي تحلیل در یادگیري مدل هاي •

گاوسی فرایند و بیزي رگرسیون احتمالاتی، مدل سازي ◦

Feed Forward عصبی شبکه هاي ◦

ماشین یادگیري مدل تبیین پذیري ◦

دنباله ها احتمالاتی مدل سازي ◦

تقویتی ماشین یادگیري و پیشرفته عصبی شبکه هاي ◦

تقلیدي یادگیري و معکوس تقویتی ماشین یادگیري ◦

(پیشنهادي) ارزشیابی روش
نمره کل  25% ترم: میان آزمون •

نمره کل 30% ترم: پایان آزمون •

یا کنفرانس ها بهترین از یکی در که می باشد علمی مقاله یک حداقل ارائه به موظف دانشجو هر علمی: مقاله ارائه •

نمره) کل 15%) باشد. رسیده چاپ به اخیر سال هاي در درس به مرتبط مجلات
با را پژوهش کار دانشجو می شود. تعیین نیم سال آزمون از قبل پژوهشی پروژه موضوع پژوهشی: گزارش و پروژه •

نمره) کل 30%) می دهد. ارائه گزارش قالب در را پژوهش نتیجه پروژه، انجام از پس و نموده آغاز درس استاد کمک
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پیشنهادي علمی منابع
[1] C. S. Ang. Analyzing Financial Data and Implementing Financial Models Using R. Springer, 2015.

[2] M. F. Dixon, I. Halperin, and P. Bilokon. Machine Learning in Finance. Springer, 2020.
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کسب وکار داده هاي تحلیل فارسی: به درس عنوان
واحد و درس نوع Business Data Analysis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
که است. آن پیشرفت هاي و داده علم بر مبتنی و کاربردي شاخه یک عنوان به آن ها تحلیل و تجزیه و کسب وکار داده هاي
داده هاي کسب وکار هر دارایی مهم ترین می باشد. مطرح داده علم در مهم محرك یک عنوان به آن تاثیرگذاري به توجه با
بهره وري با خود اهداف به دست یابی به می تواند زمینه این در درست استراتژي هاي اتخاذ و آن از بهره گیري با که است آن
کاربردها با را کار کسب در آن کاربردهاي و داده علم حوزه مفاهیم از بهره گیري با دانشجویان درس این در کند. عمل بالاتري
می گیرند. فرا کسب وکار تصمیم گیري هاي در را داده محور مختلف استراتژي جایگاه و شده آشنا زمینه این در مفید ابزارهاي و

سرفصل ها
داده تحلیلی تفکر با آشنایی •

داده علم حل هاي راه و کسب وکاري مشکلات •

کسب وکار استراتژي هاي و داده علم •

آن ها شناسایی روش هاي و کسب وکاري داده هاي معرفی •

کسب وکارها در آن کاربرد و داده کاوش •

کاري دامنه هاي داده هاي مدل سازي و کننده پیش بینی تحلیل و تجزیه •

کسب وکارها در محور داده تصمیم گیري مدل هاي ارائه •

(... ،Blockchain ،IoT) تحلیلی مهندسی در آن ها از استفاده و نو فناوري هاي •

کسب وکار تحلیل حوزه در کاربردي ابزارهاي •

(پیشنهادي) ارزشیابی روش
نمره 3 نظري: تمرین هاي •

نمره 15 پایانی: و میان ترم آزمون هاي •

نمره 2 آزمونک ها: •
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پیشنهادي علمی منابع
[1] J. Grus. Data Science from Scratch. O’Reilly, 2019.

[2] F. Provost and T. Fawcett. Data Science For Business: What You Need To Know About Data Mining And
Data-Analytic Thinking. O’Reilly, 2013.

[3] L. T. Moss and S. Atre. Business Intelligence Roadmap: The Complete Project Lifecycle For Decision-
Support Applications. Addison-Wesley, 2003.

[4] W. Eckerson. Performance Dashboards – Measuring, Monitoring, And Managing Your Business. Wiley,
2005.



423 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

بالا ابعاد در آمار فارسی: به درس عنوان
واحد و درس نوع High-Dimensional Statistics انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
با ناشناخته پارامترهاي یافتن هدف آن در و است کم و مشخص داده ابعاد که است روبرو رژیم هایی با سنتی آمار اهداف
بالا ابعاد با آمار در رویکرد، این برخلاف می شود. فرض انبوه داده تعداد همینطور رژیم هاي این در است. داده ها از استفاده
چارچوب درس این در کند. تغییر داده ها تعداد با است ممکن و نیست محدود و مشخص الزاما داده ابعاد می کنیم فرض

می کنیم. ارایه بالا ابعاد مسائل تحلیل براي آماري نظري

سرفصل ها
مباحث کلی مرور و مقدمه •

(Concentration Inequalities) تمرکز کران هاي •

(Concentration Measure) معیار تمرکز •

بزرگ اعداد یکنواخت قانون •

متریک انتروپی •

کوواریانس ماتریس تخمین و رندم ماتریس هاي •

بالا ابعاد در تنک خطی مدل هاي •

Reproducing Kernel Hilbert Space مفهوم •

غیرپارامتري مدل هاي •

Fano روش و Le Cam نامساوي مانند minimax کران هاي •

(پیشنهادي) ارزشیابی روش
نمره 3 نظري: تمرین هاي •

نمره 15 پایانی: و میان ترم آزمون هاي •

نمره 2 آزمونک ها: •

پیشنهادي علمی منابع
[1] M. J. Wainwright. High-dimensional statistics: A non-asymptotic view point. Cambridge University Press,

2019.

[2] R. Vershynin. High-dimensional probability: An introduction with applications in data science. Cambridge
University Press, 2018.
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توصیه گر سیستم هاي فارسی: به درس عنوان
واحد و درس نوع Recommender Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
نقش و (recommender systems) توصیه گر سیستم هاي زمینه تکنیک هاي و مسائل مفاهیم، با آشنایی درس این هدف
همکارانه پالایش و (content-based) محتوا بر مبتنی پالایش نظیر توصیه گر سیستم هاي انواع است. آن ها عملی کاربرد و
جنبه هاي خصوص در همچنین شد. خواهد معرفی سیستم ها این کاربردي حوزه هاي همچنین و (collaborative filtering)

شد. خواهد بحث سیستم ها این تحلیل و ارزیابی مهم

سرفصل ها
آن کاربردهاي و توصیه گر سیستم هاي معرفی •

امتیاز یا ترجیح پیش بینی و امتیازدهی و کاربر ترجیحات •

توصیه گر سیستم هاي مدل هاي و رویکردها انواع •

(content-based) محتوا بر مبتنی پالایش •

(collaborative filtering) همکارانه پالایش •

(context-aware) زمینه از آگاه توصیه •

توصیه گر سیستم هاي در زمانی پویایی و (temporal) زمانی مدل سازي •

توصیه گر سیستم هاي ارزیابی •

(user experiences) کاربر تجارب •

(side information) جانبی اطلاعات براساس محصولات توصیه •

(social networks) اجتماعی شبکه هاي و (E-commerce) الکترونیک تجارت وب سایتهاي شامل کاربردها •

... و (scalability) مقیاس پذیري ،(Trust) اعتماد و توصیه ها (explanation) توضیح مانند عملی جنبه هاي دیگر •

(پیشنهادي) ارزشیابی روش
20% ترم: میان امتحان •

30% ترم: پایان امتحان •

20% تمرین: •

30% پروژه: •

پیشنهادي علمی منابع

[1] J. Dietmar. Recommender Systems: An Introduction. New York: Cambridge University Press, 2011.
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کدینگ و اطلاعات نظریه فارسی: به درس عنوان
واحد و درس نوع Coding and Information Theory انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
فشرده سازي در آن کاربردهاي و کدینگ و اطلاعات نظریه پیشرفته و پایه اي مفاهیم با دانشجویان آشنایی درس این از هدف

است. مرتبط زمینه هاي دیگر و رمزنگاري خطا، تصحیح داده ها،

سرفصل ها
متقابل اطلاعات و نسبی آنتروپی آنتروپی، •

Rel-) متقابل اطلاعات و نسبی آنتروپی ،(Conditional Entropy) شرطی آنتروپی ،(Joint Entropy) توام آنتروپی •

متقابل. اطلاعات و آنتروپی رابطه ،(ative entropy and Mutual Information

نامعادله هاي آن، کاربردهاي و سام لاگ نامعادله آن، نتایج و جانسون نامعادله ،(Chain Rules) زنجیره اي قوانین •

فانو و داده پردازش
نرخ توابع ،(Entropy Rate) آنتروپی نرخ ،(Markov Chains) مارکوف زنجیره هاي تصادفی، فرایند آنتروپی نرخ •

آنتروپی
منبع کدگذاري از مثال هایی منبع، اطلاعات فشرده سازي •

یکتا، به طور شونده باز کدهاي و کرافت نامساوي بهینه، کد طول کران هاي بهینه، منبع کدهاي کرفت، نامساوي •

الیاس - فانو - شانو کد هافمن، بهینگی و هافمن کدهاي
کانال ظرفیت از مثال هایی کانال، ظرفیت •

همینگ کدهاي کانال، ظرفیت براي شانون قضیه کانال، ظرفیت خواص متقارن، کانال هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 تمرین ها: •

نمره درصد 65 پایان ترم: و میان ترم آزمون هاي •

نمره 15درصد پروژه: •

پیشنهادي علمی منابع
[1] T. Cover and J. Thomas. Elements of Information Theory. 2nd Edition. John Wiley & Sons, 2012.

[2] R. M. Gray. Entropy and Information Theory. Springer Science & Business Media, 2011.

[3] I. Csiszár and J. Körner. Information theory: Coding Theorems for Discrete Memoryless Systems. Cam-
bridge University Press, 2011.
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احتمالی گرافی مدل هاي فارسی: به درس عنوان
واحد و درس نوع Probabilistic Graphical Models انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
از آن ها در که هستند تصادفی متغیرهاي توأم احتمال توزیع مدل سازي براي متداول چارچوبی احتمالی گرافی مدل هاي
تصادفی متغیرهاي میان استقلال روابط و احتمالاتی توزیع هاي گویاي و فشرده بازنمایی براي شده پارامتري گراف هاي
پارامترهاي و ساختار یادگیري نیز و تقریبی، و دقیق استنتاج ارائه، مختلف روش هاي درس، این در می شود. استفاده
حوزه در نیز و تصویر و صوت، متن، پردازش در مدل ها این کاربرد همچنین، می شود. داده آموزش گرافی احتمالاتی مدل هاي

می گیرد. قرار بررسی مورد بیوانفورماتیک

سرفصل ها
گراف نظریه و احتمال نظریه مقدمات •

جهت دار بیزي شبکه هاي •

جهت بدون مارکفی شبکه هاي •

شیء-رابطه مدل هاي مارکوف، مخفی مدل پویا، شبکه هاي بیزي زمانی، مدل هاي کلیشه اي: روش هاي ارائه •

باور انتشار جمع-ضرب، پیام، انتقال کلیک، درخت هاي متغیر، حذف دقیق: استنتاج روش هاي •

تغییراتی استنتاج الگوریتم هاي ،MCMC ذره، بر مبتنی استنتاج نمونه برداري، تقریبی: استنتاج روش هاي •

بیزي پارامتر تقریب درست نمایی، بیشینه تقریب پارامتر: یادگیري روش هاي •

امتیاز بر مبتنی روش هاي قید، بر مبتنی روش هاي ساختار: یادگیري روش هاي •

کاربردها •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 60 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] D. Koller and N. Friedman. Probabilistic Graphical Models: Principles and Techniques. MIT press, 2009.

[2] K. P. Murphy. Machine Learning: A Probabilistic Perspective. MIT Press, 2012.

[3] C. M. Bishop. Pattern Recognition and Machine Learning. Springer, 2006.
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تصمیم یار سامانه هاي فارسی: به درس عنوان
واحد و درس نوع Decision Support Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
دانشی اکتشاف براي مختلف ابزارهاي از استفاده و دانش با آن ارتباط و تصمیم سازي مفهوم با آشنایی درس این اصلی هدف
طراحی گام هاي با دانشجویان باشد. داشته تصمیم سازي با مستقیمی ارتباط می تواند و است نهفته داده داخل در که است
تصمیم یاري هسته ي و آن ها میان ارتباط و سامانه لازم مولفه هاي اطلاعاتی، ورودي هاي شناسایی یعنی تصمیم یار سامانه هاي

شد. خواهند آشنا

سرفصل ها
مختلف ابعاد در دانش و تصمیم ارتباط و داده، و دانش تصمیم، مفاهیم معرفی •

نیازهاي و سازمان یک در تصمیم سازي مختلف ابعاد سازمان، یک واقعی شرایط در تصمیم سازي مسئله دشواري هاي •

تصمیم گیران متنوع
انسان تصمیم گیري رویکردهاي بر مروري •

سامانه ها این توسعه و طراحی فرایند و تصمیم گیري، پشتیبانی سامانه هاي انواع و معماري اجزا، کاربردها، تعاریف، •

DSS توسعه در آن کاربرد و Data warehouse معرفی •

تصمیم گیري پشتیبانی در ماشین یادگیري و داده کاوي اصول •

تصمیم گیري پشتیبانی فازي و معمولی خبره سامانه هاي •

سازمانی / گروهی / چندمعیاره تصمیم یاري •

دانش مدیریت کمک به تصمیم یاري •

توصیه گر سیستم هاي •

تصمیم پشتیبان سیستم هاي انتخاب و ارزیابی معیارهاي •

مدیریتی داشبوردهاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 60 پروژه: و تکالیف •

نمره درصد 20 میان ترم: امتحان •

نمره درصد 20 پایان ترم: امتحان •
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پیشنهادي علمی منابع
[1] S. Bandyopadhyay. Decision Support System: Tools and Techniques. CRC press, 2023.

[2] C. L. Meador and D. N. Ness. A Case Study of the Use of a Decision Support System. Legare Street Press,
2023.

[3] H. Wadi. A Practical Guide to Decision Support System With Analytic Hierarchy Process Method Using
Python GUI & MySQL, Case Study: Determining Scholarship Recipients. Turida publisher, 2023.

[4] S. Liu, P. Zaraté, D. Kamissoko, I. Linden, and J. Papathanasiou. Decision Support Systems XIII. LNBIP
474, Springer, 2023.
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حجیم داده هاي الگوریتم هاي فارسی: به درس عنوان
واحد و درس نوع Massive Data Algorithms انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
داده ساختارها طراحی به نیاز سریع، حافظه هاي ظرفیتی و پردازشی محدودیت و ارزشمند داده هاي حجم چشم گیر افزایش با
حجیم داده هاي براي رایج مدل هاي درس، این در می شود. محسوس تر روز به روز حجیم داده هاي براي ویژه الگوریتم هاي و

می شود. ارائه بهینه الگوریتم هاي پایه اي، مسائل برخی براي و مطرح

سرفصل ها
نهان حافظه بر مبتنی الگوریتم هاي •

جستجو داده ساختارهاي •

هندسی داده ساختارهاي •

نهان حافظه از ناآگاه الگوریتم هاي •

کارا ورودي/خروجی با گراف الگوریتم هاي •

مربوطه مسائل و داده جریان مدل •

خلاصه سازي روش هاي •

آن کاربردهاي و هسته مجموعه هاي •

خوشه بندي الگوریتم هاي •

ارتباطات پیچیدگی بر مبتنی پایین کران اثبات •

زیرخطی الگوریتم هاي •

(پیشنهادي) ارزشیابی روش
نمره) 14) پایان ترم و میان ترم آزمون هاي آزمون: •

نمره). 3) پژوهشی گزارش و ارائه •

نمره) 3) نظري تمرین هاي •



430 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

پیشنهادي علمی منابع
[1] L. Arge. External memory geometric data structures. Lecture notes, 2005.

[2] A. Chakrabarti and D. College. Data streams algorithms. Lecture notes, 2011.

[3] A. Czumaj and C. Sohler. Sublinear-time algorithms. Lecture notes, 2010.

[4] E. Demaine. Cache-oblivious algorithms and data structures. Lecture notes, 2002.

[5] U. Meyer, P. Sanders, and J. Sibeyn. Algorithms for memory hierarchies. Lecture notes, 2003.

[6] N. Zeh. I/O efficient graph algorithms. Lecture notes, 2002.
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ابري رایانش فارسی: به درس عنوان
واحد و درس نوع Cloud Computing انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مکانیزم ها و روال ها سایر و ابري امنیت ابري، زیرساخت هاي ابري، رایانش مزایاي جمله از مفاهیمی با دانشجو درس این در
پایان در می شود. پرداخته ابر با مرتبط نوظهور روندهاي و فناوري ها به درس این در همچنین می شود. آشنا ابري رایانش در

شد. خواهند معرفی نیز محبوب ابري بسترهاي هاي خدمات و تجاري ابرهاي

سرفصل ها
ابري ارائه دهندگان سرویس هاي و ترکیبی) - خصوصی - عمومی (ابر ابري رایانش عمومی مفاهیم •

ابري داده مراکز طراحی اساسی مفاهیم •

گنجانه ها و مجازي ماشین هاي بر تاکید با سازي مجازي روش هاي •

ریزسرویس ها بر مروري •

(..،IPFS ،HDFS ،GFS) توزیعی فایل سیستم هاي •

(Spark ،Map-Reduce) کلان داده پردازش •

خوشه اي رایانش مفاهیم •

(..،Yarn ،Mesos) خوشه و ابر رایانش در زمان بندي •

(Omega ،Borg) خوشه مدیریت •

سرور بدون رایانش •

ماشین یادگیري و گراف پردازش هاي و خصوصی حریم امنیت، •

ابري داده مراکز در انرژي مصرف بهینه سازي •

(پیشنهادي) ارزشیابی روش
نمره درصد 70 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 30 نیم سال: پایان آزمون •
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پیشنهادي علمی منابع
[1] L. Wang, R. Ranjan, J. Chen, and B. Benatallah. Cloud Computing: Methodology, Systems, and Applica-

tions. CRC Press, 2017.

[2] N.Poulton. The Kubernetes Book. kindle Edition, 2024.

[3] N. K. Sehgal, P. C. P. Bhatt, and J. M. Acken. Cloud Computing with Security and Scalability. Concepts
and Practices. 3rd Edition, Springer, 2023.

[4] R. Buyya, C. Vecchiola, S. Selvi. Mastering cloud computing: foundations and applications programming.
Newnes, 2013.

[5] S. Murugesan and I. Bojanova. Encyclopedia of cloud computing. John Wiley and Sons, 2016.
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وب کاوي و جستجو موتور فارسی: به درس عنوان
واحد و درس نوع Search Engines and Web Mining انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
و بازیابی مدل هاي و اسناد نیازمندي هاي اسناد، ارائه ي متن، آماري ویژگی هاي با دانشجویان آشنایی درس، این از هدف
داده هاي مجموعه روي آن ها آزمایش و بازیابی الگوریتم هاي پیاده سازي ضمن درس این در دانشجویان است. تجربی ارزیابی

می شوند. آشنا صنعت واقعی مسائل حل براي اطلاعات بازیابی تکنیک هاي از استفاده با استاندارد،

سرفصل ها
وب مؤلفه هاي •

اطلاعات بازیابی مبانی •

شاخص گذاري •

پرس وجو •

جستجو موتورهاي معماري •

خزشگر •

ارزیابی •

پیوند تحلیل •

وب کاوش اصول •

وب ساختار کاوش •

وب کاربردي کاوش •

وب محتواي کاوش •

توصیه گر سیستم هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] C. D. Manning, P. Raghavan, and H. Schutze. Introduction to Information Retrieval. Cambridge University

Press, 2008.

[2] S. Buttcher, C. L. A. Clarke, and G. V. Cormack. Information Retrieval: Implementing and Evaluating
Search Engines. Mit Pr, 2010.



اشیاء اینترنت گرایش
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اشیاء اینترنت فارسی: به درس عنوان
واحد و درس نوع Internet of Things انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
کلیدي مفاهیم منظور، این به است. آن شبکه اي مباحث بر تمرکز با اشیاء اینترنت با دانشجویان آشنایی درس، این از هدف
فناوري هاي و اشیاء اینترنت لایه اي چند معماري غیرصنعتی، و صنعتی حوز هاي در آن مختلف کاربردهاي و اشیاء اینترنت
دوقلوي جدید، نسل بیسیم شبکه هاي بستر در اشیاء اینترنت استفاده، مورد پلتفرم هاي مختلف، لایه هاي پروتکل هاي مرتبط،

می گیرد. قرار بررسی مورد اشیاء اینترنت در خصوصی حریم و امنیت نهایت در و دیجیتال

سرفصل ها
اشیاء اینترنت کاربردهاي و مرتبط، استاندارهاي و لایه چند معماري معرفی اولیه، مفاهیم شامل مقدمه •

اشیاء اینترنت حسگرهاي •

اشیاء اینترنت شبکه هاي •

رسانه به دسترسی و فیزیکی لایه فناوري هاي •

انتقال و کاربرد شبکه، لایه پروتکل هاي •

اشیاء اینترنت پلتفرم هاي •

سایبر-فیزیکی سیستم هاي •

صنعتی اشیاء اینترنت •

G5 بستر در اشیاء اینترنت •

دیجیتال دوقلوي •

اشیاء اینترنت در خصوصی حریم و امنیت •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 60 پایان ترم: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: سمینار •
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پیشنهادي علمی منابع
[1] F. J. Dian. Fundamentals of Internet of Things: For Students and Professionals. Wiley-IEEE Press, 2022

[2] P. Raj and A. C. Raman. The Internet of Things Enabling Technologies, Platforms, and Use Cases. CRC
Press, 2017.

[3] O. Hersent, D. Boswarthick, and O. Elloumi. The Internet of Things: Key Applications and Protocols. 2nd
Edition. Wiley, 2013

[4] Y. Wu, H. Huang, C-X. Wang, and Y. Pan. 5G-Enabled Internet of Things. CRC Press, 2019.
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اشیاء اینترنت ارتباطی پروتکل هاي فارسی: به درس عنوان
واحد و درس نوع IoT Communication Protocols انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
تعداد اتصال پروتکل ها و بسترها این به کارگیري می دهد. پوشش را اشیاء اینترنت با مرتبط پروتکل هاي و بسترها درس این
و ساختمانی درون دهی پوشش و باتري، شارژ فاصله، بعد مصرفی، توان هزینه، مانند محدودیت هایی تحت شیء زیادي
این در شده اند، داده توسعه اشیاء اینترنت فناوري براي که اخیر کاربردهاي و پروتکل ها می کند. تضمین اینترنت به را غیره
سپس می باشند. مشتري-ناشر مدل و سرویس گیرنده-سرویس دهنده، مدل شامل کاربردي پروتکل هاي می شوند. مرور درس

می شوند. معرفی ارسال مجوز بدون و ارسال مجوز داراي باند دو در وسیع برد و کم مصرفی توان شبکه هاي پروتکل هاي

سرفصل ها
اشیاء اینترنت معماري هاي کلیات •

محدود سخت افزارهاي معرفی •

M2M معماري و GPP3 شامل اشیاء اینترنت معماري •

اشیاء اینترنت معماري هاي خاص مفاهیم •

(Discoverability) کشف قابلیت ◦

(Interoperability) تعامل قابلیت ◦

(Mobility) جابجایی قابلیت ◦

Publish-Subscribe و Client-Server شامل اشیاء، اینترنت کاربردي پروتکل هاي •

اشیاء اینترنت ارتباطی پروتکل هاي •

LPWAN وسیع ناحیه و کم مصرفی توان فناوري هاي ◦

مجوز بدون باند براي LPWAN پروتکل هاي ◦

مجوز داراي باند براي LPWAN سلولی پروتکل ◦

(پیشنهادي) ارزشیابی روش
نمره درصد 40 پروژه: و تمرین ها •

نمره درصد 60 پایانی: و میان ترم آزمون هاي •
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پیشنهادي علمی منابع
[1] O. Liberg et al. Cellular Internet of Things, Technologies, Standards, and Performance. Elsevier 2018.

[2] A. Bassi et al. Enabling things to talk. Springer-Verlag, 2016.

[3] D. Hanes, G. Salgueiro, P.Grossetete, R. Barton, and J. Henry. //IoT Fundamentals:

[4] O. Hersent, D. Boswarthick, and O. Elloumi. //The internet of things: Key applications and

[5] R. Buyya and A. V. Dastjerdi. Internet of Things: Principles and paradigms. Elsevier, 2016.
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داده خصوصی حریم و امنیت فارسی: به درس عنوان
واحد و درس نوع Data Security and Privacy انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
رابطه اي معماري و مدل ها منظور، این براي است. داده خصوصی حریم و امنیت به مربوط موضوعات در برگیرنده درس این
استنتاج مانند جدید چالش هاي همچنین، می شوند. بیان داده پایگاه هاي در اطلاعات محرمانگی و صحت رویه هاي نیز و امن

می گیرند. قرار بررسی مورد آن ها به مربوط راه کارهاي و داده، خصوصی حریم داده،

سرفصل ها
امنیتی مدل هاي انواع داده، امنیت مکانیزمهاي و نیازها داده، پایگاه هاي بر مقدمه اي مقدمه: •

اختیار اعطاي مدل ،Take-Grant دسترسی کنترل ماتریسی، پایه روش هاي داده ها: اختیاري دسترسی کنترل •

آن، گسترش و System Rدر
NoSQL و XML ،(ORION (مدل شیءگرا جدید: پایگاه داده هاي در دسترسی کنترل •

سندهو جاجودیاـ مدل چندسطحی، امن رابطه اي مدل داده ها: پایگاه اجباري دسترسی کنترل •

دسترسی کنترل مدیریت مدل نقش -مبنا، مدل هاي انواع آن ها: مدیریت و نقش -مبنا دسترسی کنترل مدل هاي •

نقش-مبنا
(مفهومی، مقابله روشهاي و استنتاج حملات انواع مدل، استنتاج، انواع داده: استنتاج مسئله و آماري داده پایگاه هاي •

گرا) اعوجاج محدودساز،
بقراطی داده پایگاه اصول، انواع، ماهیت، و تعریف خصوصی: حریم •

مدل به حملات ،k مرتبه گمنامی (مدل داده انتشار در استنتاج حملات خصوصی: حریم براي گمنامی مدل هاي •

تفاضلی خصوصی حریم ،L مرتبه تنوع گمنامی مدل ،k مرتبه گمنامی
محور مکان سرویس هاي و اجتماعی شبکه هاي در خصوصی حریم •

صحت مدل هاي و مکانیزم ها امن، DBMS معماري هاي امن: داده پایگاه طراحی •

تجاري محصولات در امنیت •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] M. G. Fugini, S. Castano, and G. Martella. Database Security. ACM Press, 1994.

[2] M. Gertz, S. Jajodia. Handbook of Database Security: Applications and Trends. Springer, 2007.

[3] M. Abrams, S. Jajodia, H. Podell. Information Security: An Integrated Collection of Essays. IEEE Computer
Society Press, 1995.

[4] D. Denning. Cryptography and Data Security. Addison-Wesley, 1982.

[5] E. Bertino, G. Ghinita and A. Kamra. Access Control for Databases: Concepts and Systems. Foundations
and Trends in Databases: Vol. 3: No. 1-2, pp 1-148, 2011.
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توزیع شده سیستم هاي فارسی: به درس عنوان
واحد و درس نوع Distributed Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مسائل حل و درستی تحلیل و مدل سازي روش هاي توزیع شده، محاسباتی محیط هاي با دانشجویان آشنایی درس این هدف
نحوه همچنین و توزیع شده، سیستم هاي با مرتبط پروتکل هاي و الگوریتم ها شناخت مختلف، شرایط در محیط ها این انواع در

است. توزیع شده نرم افزارهاي توسعه و طراحی

سرفصل ها
توزیع شده سیستم هاي در پایه مفاهیم و تعاریف •

منظوره خاص و منظوره عام توزیع شده سیستم هاي •

توزیع شده سیستم هاي در ارتباطات و الگوریتم ها مدل سازي روش هاي •

همگام سازي پروتکل هاي و زمان •

توزیع شده هش جداول و نام گذاري پروتکل هاي •

شایعه پراکنی و چندپخشی پروتکل هاي •

اجماع و انتخاب پروتکل هاي •

آن ها با مواجهه و خرابی انواع •

ایمنی و امنیت ملاحظات •

توزیع شده نرم افزارهاي تحلیل و طراحی •

نوین کاربردهاي در توزیع شده نرم افزارهاي توسعه ملاحظات •

(پیشنهادي) ارزشیابی روش
نمره درصد 40 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 40 نیم سال: پایان آزمون •

نمره درصد 20 پروژه: •
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پیشنهادي علمی منابع
[1] A. D. Kshemkalyani and M. Singhal. Distributed Computing: Principles, Algorithms, and Systems.

Cambridge University Press, 2011.

[2] S. Ghosh. Distributed Systems: An Algorithmic Approach. 2nd Edition, CRC Press, 2015.

[3] M. van Steen and A. S. Tanenbaum. Distributed Systems. distributed-systems.net, 2023.

[4] A. S. Tanenbaum and M. van Steen. Distributed systems: principles and paradigms. 2nd Edition, CreateS-
pace Independent Publishing Platform. 2016
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بی  سیم ارتباطات فارسی: به درس عنوان
واحد و درس نوع Wireless Communications انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مرتبط موضوعات از وسیعی طیف با را دانشجویان و دارد تمرکز بی سیم ارتباطات بنیادي اصول و مفاهیم روي بر درس این
نویز، سیگنال، قدرت باند، پهناي فرکانس، مانند اساسی مفاهیم با دانشجویان درس، این در می کند. آشنا حوزه این با
مختلف تکنولوژي هاي از عمیقی درك دانشجویان این، بر علاوه شد. خواهند آشنا بی سیم شبکه هاي معماري و مدولاسیون
همچنین، آورد. خواهند دست به Wi-Fi و (G5 و G6 (مانند سلولی شبکه هاي مختلف نسل هاي جمله از بی سیم، ارتباطات
قادر دانشجویان نهایت، در شد. خواهند آشنا بی سیم شبکه هاي در استفاده مورد ارتباطی پروتکل هاي و استانداردها با آن ها
شبکه کلی کارایی و ارتباطات بازدهی انتقال، تاخیر کانال، ظرفیت جمله از بی سیم، شبکه هاي عملکرد تحلیل و محاسبه به

بود. خواهند

سرفصل ها
بی سیم ارتباطات در پایه مفاهیم بر مقدمه اي •

انتشار، سرعت و فرکانس موج، طول بین رابطه امواج، دسته بندي و الکترومغناطیسی طیف فرکانس، موج، طول •

(... و توان قطبش، (مانند الکترومغناطیسی امواج مختلف ویژگی هاي
،AM) آن مختلف روش هاي و مدولاسیون اولیه اصول دیجیتال، و آنالوگ مخابرات رادیویی، امواج توسط داده انتقال •

دیجیتال و آنالوگ مخابرات سیستم هاي بین مقایسه ،(QAM ،FM

امواج انتشار مسیر در رخدادها و امواج، انتشار •

بی سیم کانال هاي در موج انتقال و الکترومغناطیسی امواج انتشار شیوه هاي •

بهبود در آن کاربرد و آنتن تنوع همه جهته)، آنتن هاي جهت دار، (آنتن هاي آن ها تابش الگوهاي و آنتن مختلف انواع •

سیگنال کیفیت
آن مدل سازي و بی سیم کانال مفهوم •

(VSAT ،GEO ،GPS ،MEO ،LEO ماهواره اي مدارهاي ماهواره ها، حرکت (نحوه ماهوره اي مخابرات •

تصادفی) دسترسی ،OFDMA ،CDMA ،TDMA ،FDMA) پروتکل ها و چندگانه دسترسی •

(Bluetooth ،Wi-Fi ،802.11) بی سیم شبکه هاي پروتکل هاي •

ارتباطات بی سیم، حسگر شبکه هاي ،(IoT) اشیا (اینترنت مختلف حوزه هاي در بی سیم ارتباطات متنوع کاربردهاي •

((M2M) ماشین به ماشین ارتباطات ،(G5) پنجم نسل سلولی
مدیریت و نویز و تداخل خصوصی، حریم و امنیت فرکانسی، منابع (کمبود بی سیم ارتباطات روي پیش چالش هاي •

((QoS) خدمات کیفیت
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(پیشنهادي) ارزشیابی روش
نمره درصد 15 تمرین ها: •

نمره درصد 70 پایان ترم: و میان ترم آزمون هاي •

نمره درصد 15 پروژه: •

پیشنهادي علمی منابع
[1] W. Stallings and C. Beard. Wireless Communication Networks and Systems. Pearson, 2016.

[2] B. A. Forouzan and S. C. Fegan. Data Communications and Networking. McGraw-Hill HigherEducation,
2007.

[3] A. Goldsmith. Wireless Communications. Cambridge University Press, 2005.

[4] D. Tse and Pr. Viswanath. Fundamentals of Wireless Communication. Cambridge University Press, 2005.

[5] B. Sklar. Digital Communications: Fundamentals and Applications (Communications Engineering &

Emerging Technology Series from Ted Rappaport). 3rd Edition, Pearson. 2021
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پیشرفته نهفته سیستم هاي فارسی: به درس عنوان
واحد و درس نوع Advanced Embedded Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
پیاده سازي طراحی، با مرتبط پیشرفته تکنولوژي هاي و مفاهیم ارائه دانشجویان، براي پیشرفته” نهفته ”سیستم هاي درس هدف
سخت افزار، جمله از پیشرفته اي مباحث با تا می دهد را این امکان دانشجویان به درس این است. نهفته سیستم هاي ارتقاء و
پروژه هاي از استفاده با دانشجویان همچنین، شوند. آشنا بهره وري و امنیت ،(IoT) اشیاء اینترنت بی سیم، ارتباطات نرم افزار،
براي تا می کنند، کسب را نهفته سیستم هاي مدیریت و پیاده سازي طراحی، در کاربردي تجربه ي موردي، مطالعات و عملی

شوند. آماده فناوري ها این با مرتبط صنایع در حضور

سرفصل ها
بی درنگ نهفته سیستم هاي اهمیت و تعریف مقدمه: •

بی درنگ نهفته سیستم هاي مدل سازي •

کارها زمان بندي •

منابع مدیریت •

بی درنگ نهفته سیستم هاي در حافظه مدیریت •

حرارت و مصرفی توان مدیریت •

چندتراشه اي نهفته سیستم هاي طراحی •

اتکا قابلیت و کارایی تحلیل و مدل سازي •

توزیع شده بی درنگ نهفته سیستم هاي •

بی درنگ نهفته سیستم هاي ارزیابی و تحلیل •

رایافیزیکی سیستم هاي •

بی درنگ نهفته سیستم هاي بهینه سازي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •
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پیشنهادي علمی منابع
[1] A. G. Dean. Embedded Systems Fundamentals with ARM Cortex-M based Microcontrollers. ARM

Education media, 2017.

[2] T. Cormen, C. Leiserson, R. Rivest, and C. Stein. Introduction to Embedded Systems: A Cyber-Physical
Systems Approach 2nd Edition. MIT Press, 2017.

[3] E. White. Making Embedded Systems: Design Patterns for Great Software. O’Reilly Media , 2021
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داده تحلیل فارسی: به درس عنوان
واحد و درس نوع Data Analytics انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
فرصت. یک هم می کند ایجاد تهدید یک هم اتفاق این می کند. پیدا افزایش دارد قرار ما دسترس در که داده اي حجم روز هر
تصمیمات و باشیم داشته خود محیط به نسبت بهتري درك که می کند کمک ما به جدید داده هاي که است این جدید فرصت
که است این درس این هدف می شود. سخت تر روز به روز درست شهود کردن پیدا که است این جدید تهدید بگیریم. بهتري
می توانند: دانشجویان درس این پایان در کنند. پیدا خود محیط به نسبت بهتري شهود بتوانند تا کند کمک دانشجویان به
انتشار و انتقال و داده تحلیل براي را توانایی این و شوند آشنا داده تحلیل تکنیک هاي و داده تحلیل ابزارهاي جدید ترین با
مسائل در را خود ماشین یادگیري و ریاضی مهارت هاي بتوانند که می کند کمک دانشجویان به درس این کنند. استفاده نتایج
براي را داده تحلیل و ماشین یادگیري جدید ابزارهاي بتوانند تا می کند آماده را دانشجوها درس این بگیرند. کار به واقعی

کنند. پیش گویی داده آینده به راجع بتوانند و کنند استفاده داده الگوهاي استنباط

سرفصل ها
داده تحلیل فرایند •

داده روي جدید شهود کردن پیدا •

شهود انتقال و مصورسازي •

آماري استنباط •

پیش بینی تحلیل •

ماشین یادگیري •

عمیق یادگیري •

پایین نظارت با ماشین یادگیري •

داده خصوصی حریم و امنیت •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 کلاسی: فعالیت •



449 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

پیشنهادي علمی منابع
[1] S. Berinato. Good Charts. The HBR Guide to Making Smarter, More Persuasive Data Visualizations.

Harvard Business Review Press, 2016.

[2] C. N. Knaflic. Storytelling with Data. John Wiley & Sons, 2015.

[3] R. Rafael and A. Irizarry. Introduction to Data Science, Data Analysis and Prediction Algorithms. CRC
Press, 2019.
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ابري رایانش فارسی: به درس عنوان
واحد و درس نوع Cloud Computing انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □✓ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مکانیزم ها و روال ها سایر و ابري امنیت ابري، زیرساخت هاي ابري، رایانش مزایاي جمله از مفاهیمی با دانشجو درس این در
پایان در می شود. پرداخته ابر با مرتبط نوظهور روندهاي و فناوري ها به درس این در همچنین می شود. آشنا ابري رایانش در

شد. خواهند معرفی نیز محبوب ابري بسترهاي هاي خدمات و تجاري ابرهاي

سرفصل ها
ابري ارائه دهندگان سرویس هاي و ترکیبی) - خصوصی - عمومی (ابر ابري رایانش عمومی مفاهیم •

ابري داده مراکز طراحی اساسی مفاهیم •

گنجانه ها و مجازي ماشین هاي بر تاکید با سازي مجازي روش هاي •

ریزسرویس ها بر مروري •

(..،IPFS ،HDFS ،GFS) توزیعی فایل سیستم هاي •

(Spark ،Map-Reduce) کلان داده پردازش •

خوشه اي رایانش مفاهیم •

(..،Yarn ،Mesos) خوشه و ابر رایانش در زمان بندي •

(Omega ،Borg) خوشه مدیریت •

سرور بدون رایانش •

ماشین یادگیري و گراف پردازش هاي و خصوصی حریم امنیت، •

ابري داده مراکز در انرژي مصرف بهینه سازي •

(پیشنهادي) ارزشیابی روش
نمره درصد 70 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 30 نیم سال: پایان آزمون •
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پیشنهادي علمی منابع
[1] L. Wang, R. Ranjan, J. Chen, and B. Benatallah. Cloud Computing: Methodology, Systems, and Applica-

tions. CRC Press, 2017.

[2] N.Poulton. The Kubernetes Book. kindle Edition, 2024.

[3] N. K. Sehgal, P. C. P. Bhatt, and J. M. Acken. Cloud Computing with Security and Scalability. Concepts
and Practices. 3rd Edition, Springer, 2023.

[4] R. Buyya, C. Vecchiola, S. Selvi. Mastering cloud computing: foundations and applications programming.
Newnes, 2013.

[5] S. Murugesan and I. Bojanova. Encyclopedia of cloud computing. John Wiley and Sons, 2016.
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صنعتی اشیاء اینترنت فارسی: به درس عنوان
واحد و درس نوع Industrial Internet of Things انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
و صنعتی اتوماسیون و صنعتی اشیاء اینترنت معماري هاي و ارتباطی پروتکل هاي با دانشجویان آشنایی درس، این از هدف
این در است. صنعتی اتوماسیون مانیتورینگ و کنترل براي PLC ها و شبکه اي نهفته سیستم هاي با تجربه کسب و آشنایی
پیش پردازش روش هاي با صنعتی، اشیاء اینترنت در سلسله مراتبی کنترلی ساختارهاي با آشنایی ضمن دانشجویان درس
ضمن درس این در دانشجویان همچنین می شوند. آشنا PLC بر مبتنی سیستم هاي نیز و صنعتی اندازه گیري هاي و داده ها

آورد. خواهند دست به صنعتی فرایندهاي عملی کاربردهاي از دقیق تري درك صنعتی بازدیدهاي

سرفصل ها
صنعتی اشیاء اینترنت در عملی کاربردهاي و معماري ها نیازمندي ها، •

اتوماسیون سلسله مراتب •

داده ها جمع آوري واسط هاي و صنعتی سنسورهاي •

PLC بر مبتنی صنعتی اتوماسیون سیستم هاي مبانی •

PLC 5 باز محیط هاي و IEC 61131 بر مبتنی PLC برنامه نویسی زبان هاي •

ارتباطی تکنولوژي هاي •

(IO-Link ،RFID ،CANOpen ،Profinet ،Industrial Ethernet) صنعتی شبکه هاي ◦

(OPC UA ،MQTT) استانداردها و پروتکل ها ◦

صنعتی بی سیم ارتباطات ◦

بیدرنگ و نهفته کنترل در MPC تا PID از کنترلی: سیستم هاي معماري هاي و طراحی •

سایبري امنیت و (ICS) صنعتی کنترل سیستم هاي مختلف ابعاد •

صنعتی بازدید و علمی سفر با همراه گسسته) و (پیوسته صنعتی فرایندهاي از عملی مثال هاي و کاربردها •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 عملی: پروژه هاي و تمرین •

نمره درصد 20 دانشجویان: مقاله ارائه •

نمره درصد 50 پایان ترم: و میان ترم آزمون هاي •
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پیشنهادي علمی منابع
[1] Butun, Ed. Industrial IoT: Challenges, Design Principles, Applications, and Security. Springer, 2020.

[2] Mahmood, Zaigham, Ed. The internet of things in the industrial sector: Security and Device Connectivity,
Smart Environments, and Industry 4.0. Springer, 2020.

[3] Sharma, Anand, et al., eds. Industrial Internet of Things: technologies and research directions. CRC Press,
2022.

[4] K. Kamel and E. Kamel. Programmable logic controllers: industrial control. McGraw-Hill, 2014.

[5] A. Gilchrist. Industry 4.0. The Industrial Internet of Things. APRESS, 2016.
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رایافیزیکی سیستم هاي فارسی: به درس عنوان
واحد و درس نوع Cyber-Physical Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
با آشنایی هدف با درس این آن ها، کاربرد شدن فراگیر و توزیع شده ماهیت با رایافیزیکی سامانه هاي روزافزون اهمیت به نظر
نیازمندي ها، توصیف روش هاي درس این مخاطبان است. شده طراحی رایافیزیکی سامانه هاي تحلیل و طراحی، مدل سازي،
و گرفت خواهند فرا را سامانه ها این تحلیل و مدل بر مبتنی طراحی فیزیکی، و سایبري بخش هاي مدل سازي ریاضیات
وجه بر تاکید با رایافیزیکی سامانه هاي اهداف تحقق در را زمان بندي الگوریتم هاي و ترکیبی، مدل هاي زمان، محوري نقش
جدي توجه مورد نرم افزار سطح در کارایی و ایمنی نظیر جنبه هایی تضمین روش هاي همچنین کرد. خواهند درك نرم افزاري
جنبه و شده ارائه مفاهیم عمیق تر درك به خاص کاربردي دامنه یک در ابزارها و استانداردها برخی از استفاده می گیرد. قرار

نمود. خواهد کمک آن ها کاربردي

سرفصل ها
رایافیزیکی سامانه هاي در پایه مفاهیم و تعاریف •

سامانه محاسباتی بخش هاي مدل سازي •

سامانه فیزیکی بخش هاي مدل سازي •

زمان دار مدل هاي و زمان توصیف •

ترکیبی مدل سازي و مدل ها ترکیب •

وارسی و بودن) زنده ایمنی، (زمانی، نیازمندي ها بیان •

غیرپردازشی منابع مدیریت و بی درنگ زمان بندي الگوریتم هاي •

خودرو) (نظیر خاص کاربردي دامنه ي در توسعه متدولوژي هاي و ایمنی استانداردهاي برخی معرفی •

نهفته نرم افزارهاي آزمون و طراحی ابزارهاي به کارگیري و معرفی •

تاب آوري) و اطمینان، قابلیت مصرفی، انرژي (نظیر غیرکارکردي معیارهاي برخی بهینه سازي •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 مقاله): ارائه و (مرور کلاسی فعالیت هاي •

نمره درصد 60 آزمون: •

نمره درصد 20 پروژه: •
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پیشنهادي علمی منابع
[1] R. Alur. Principles of Cyber-Physical Systems. MIT Press, 2023.

[2] S. Mitra. Verifying Cyber-Physical Systems: A Path to Safe Autonomy. MIT Press, 2021.

[3] E. A. Lee and S. A. Seshia. Introduction to Embedded Systems: A Cyber-Physical Systems Approach. 2nd
Edition, MIT Press, 2017.

[4] H. Kopetz. Real-Time Systems: Design Principles for Distributed Embedded Applications. 2nd Edition,
Springer, 2011.
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پیشرفته کامپیوتري شبکه هاي فارسی: به درس عنوان
واحد و درس نوع Advanced Computer Networks انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
این گرفتن قرار هم کنار ساختار همچنین و امروزي اینترنت شبکه ي فناوري هاي با دانشجویان آشنایی درس، این از هدف
در کلیدي عملیات عنوان به مسیریابی بر تاکید با اینترنت ساختار و فناوري ها این چگونگی و چرایی فهم است. فناوري ها

می شود. ارائه درس این در NFV و SDN مانند شبکه در نوین رویکردهاي معرفی همچنین و اینترنت،

سرفصل ها
اینترنت در ازدحام کنترل •

BGP و OSPF بر تاکید با کامپیوتري شبکه هاي در مسیریابی •

اینترنت در مراتب سلسله و معماري •

AS ها بین ارتباط در BGP پروتکل نقش و خدمات دهندگان مختلف سطوح و ISP ها ساختار •

کامپیوتري شبکه هاي در سرویس کیفیت •

نزدیکی در محتوا ذخیره سازي براي نهان حافظه از استفاده و ترافیک توزیع مکانیسم محتوا، توزیع شبکه هاي •

مصرف کنندگان
MPLS بر مبتنی شبکه هاي •

MPLS و BGP-TE و OSPF-TE بر تاکید با ترافیک مهندسی •

(SDN) نرم افزار با تعریف شده شبکه هاي •

(Service Chaining) خدمت زنجیره سازي ،OpenFlow پروتکل •

(NFV) شبکه توابع مجازي سازي و شبکه توابع ،(Overlay) پوشان شبکه هاي •

داده مراکز شبکه هاي و معماري ها •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پژوهشی: سمینار و تکالیف •

نمره درصد 70 پایان ترم: و میان ترم آزمون هاي •
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پیشنهادي علمی منابع
[1] D. Medhi and K. Ramasamy. Network Routing: Algorithms, Protocols, and Architectures. 2nd Edition.

Morgan Kaufmann. 2017.

[2] L. L. Peterson and B. S. Davie. Computer Networks: A Systems Approach. 6th Edition, Morgan Kaufmann.
2021.

[3] L. L. Peterson, C. Cascone, B. O’Connor, T. Vachuska, and B. Davie. Software Defined Networks: A
Systems Approach. Morgan Kaufmann. 2021.
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لبه محاسبات فارسی: به درس عنوان
واحد و درس نوع Edge Computing انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
تکمیل نحوه از عمیق تر درك ایجاد و لبه محاسبات کاربردهاي و معماري ها اصول، با دانشجویان آشنایی درس، این از هدف
با آشنایی ضمن دانشجویان درس این در است. داده ها خصوصی حریم و باند پهناي تأخیر، چالش هاي حل و ابري محاسبات
محاسبات راه حل هاي ارزیابی و پیاده سازي و موردي مطالعات و کاربردها بررسی با لبه ، محاسبات سیستم هاي طراحی نحوه

آورد. خواهند دست به موضوع از دقیق تري عملی درك لبه

سرفصل ها
لبه محاسبات بر مقدمه اي •

لبه اي دستگاه هاي و لبه محاسبات معماري اجزاي و مدل ها •

لبه در داده ها پردازش و ذخیره سازي •

شبکه ها و پروتکل ها •

لبه  محاسبات در خصوصی حریم و امنیتی چالش هاي •

بار تعادل تکنیک هاي و انرژي مصرف بهینه سازي منابع، مدیریت •

لبه در ماشین یادگیري و مصنوعی هوش •

لبه محاسبات ابزارهاي و پلتفرم ها •

صنعتی کاربردهاي و موردي مطالعات •

G5 در لبه محاسبات آینده: جهت گیري هاي و روندها •

(پیشنهادي) ارزشیابی روش
نمره درصد 40 علمی: پروژه و تمرین ها •

نمره درصد 60 پایانی: و میان ترم آزمون هاي •

پیشنهادي علمی منابع
[1] K. A. Kumari, G. S. Sadasivam, D. Dharani, and M. Niranjanamurthy. Edge Computing: Advances in

Industry 4.0 and Machine Learning. CRC Press, 2021.

[2] P. Raj, K. Saini, and C. Surianarayanan eds. Edge/Fog Computing Paradigm: The Concept, Platforms and
Applications. Elsevier, 2022.
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اشیاء اینترنت نرم افزار امنیت و معماري فارسی: به درس عنوان

واحد و درس نوع Software Architecture and Security for

IoT
انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
درس این است. اشیاء اینترنت بر مبتنی سیستم هاي در نرم افزار امنیت و معماري با دانشجویان آشنایی درس، این از هدف
استفاده اثرات و لایه اي، میان نگاه نرم افزار، طراحی زمینه در فرصت ها و خطرات شناخت همچنین و فنی دانش دربرگیرنده

است. اشیاء اینترنت بر مبتنی فناوریهاي از

سرفصل ها
امن اشیاء اینترنت بر مبتنی سیستم هاي براي نرم افزاري فناوري هاي •

سیستم ادغام روش هاي و میان افزار عامل، سیستم اشیاء، اینترنت بر مبتنی توزیع شده سیستم هاي •

لبه محاسبات و ابر بر مبتنی معماري هاي انبار، معماري هاي مانند اشیاء، اینترنت براي مرجع معماري هاي •

نرم افزار استقرار و تولید مراحل در امنیت مخاطرات، تحلیل و تهدید مدل سازي •

اشیاء اینترنت بر مبتنی سیستم هاي معماري هاي براي امنیت معیارهاي و ویژگی ها •

اشیاء اینترنت بر مبتنی سیستم هاي براي امنیتی بنیادي دیدگاه هاي •

تهدید و آسیب پذیري تحلیل روش هاي •

سایبري جرایم اکوسیستم و حمله سناریوهاي •

حفاظت براي ایمنی استراتژي هاي و تکنیک ها •

(پیشنهادي) ارزشیابی روش
نمره درصد 40 پروژه: و تمرین ها •

نمره درصد 60 پایان ترم: و میان ترم آزمون هاي •
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پیشنهادي علمی منابع
[1] D Sunil Cheruvu, Anil Kumar, Ned Smith, David M. Wheeler. Demystifying Internet of Things Security:

Successful IoT Device/Edge and Platform Security Deployment. 1st ed. Edition, Kindle Edition, 2019.

[2] A. K. Talukder, and M. Chaitanya. Architecting Secure Software Systems. CRC Press, 2009.

[3] F. J. Dian. Fundamentals of Internet of Things: For Students and Professionals. Wiley-IEEE Press, 2022

[4] P. Raj and A. C. Raman. The Internet of Things Enabling Technologies, Platforms, and Use Cases. CRC
Press, 2017.

[5] O. Hersent, D. Boswarthick, and O. Elloumi. The Internet of Things: Key Applications and Protocols. 2nd
Edition. Wiley, 2013

[6] F. Hu. Security and Privacy in IoT: Models, Algorithms, and Implementations. CRC Press, 2016.
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داده آماري تحلیل فارسی: به درس عنوان
واحد و درس نوع Statistical Data Analysis انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
می پردازد. داده ها تحلیل براي لازم آماري عملی و نظري پایه هاي ارائه به درس این

سرفصل ها
احتمالات با آشنایی •

آمار با آشنایی •

درست نمایی) بیشینه و بازه اي، (نقطه اي، آن انواع و تخمین •

آن خطاهاي انواع و فرضیه تست •

خطی رگرسیون •

واریانس تحلیل •

Kruskal-Wallis و Wilcoxin signed-ranked تست مانند پارامتر بدون روش هاي •

بیزي استنتاج و آمار •

(پیشنهادي) ارزشیابی روش
نمره 3 نظري: تمرین هاي •

نمره 15 پایانی: و میان ترم آزمون هاي •

نمره 2 آزمونک ها: •

پیشنهادي علمی منابع
[1] R. Walpole, R. Myers, S. Myers, and K. Ye. Probability& Statisticsfor Engineers& Scientists. 9th Edition,

Pearson, 2016.

[2] A. Tamhane and D. Dunlop. Statistics and Data Analysis: From Elementary to Intermediate. Pearson; 1999.

[3] G. Casella and R. L. Berger. Statistical Inference, Cengage Learning. 2nd Edition, Cengage Learning,
2001.
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پیشرفته شبکه امنیت فارسی: به درس عنوان
واحد و درس نوع Advanced Network Security انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
دانش که است شده طراحی دانشجویانی براي و می دهد پوشش را شبکه امنیت روش هاي و مفاهیم از مجموعه اي درس این
شبکه هاي و سیستم ها به حمله انواع درس، این در دارند. رمزنگاري الگوریتم هاي و کامپیوتري شبکه هاي خصوص در را پایه
شامل امن شبکه هاي معماري و شبکه امنیت در رمزنگاري کاربردهاي آن ها، با مقابله و تشخیص روش هاي و کامپیوتري
نشت از جلوگیري روش هاي مسیریابی، امنیت ،AAA خدمات پروتکل هاي و روش ها فیلترینگ، و لبه در دفاع سیستم هاي
پژوهشی مقاله هاي و آزمایشگاهی فعالیت هاي از مجموعه اي می شود. داده پوشش VPN تکنولوژي هاي و (DLP) اطلاعات

شود. ایجاد درس پژوهشی و کاربردي جنبه بین توازنی تا می شود ارائه درس طول در

سرفصل ها
امنیت فرامدل هاي و مدل ها شبکه، امنیت مفاهیم مقدمه: •

حمله هاي بدافزارها، عمر چرخه ،Spoofing و ،Sniffing ،DoS حمله هاي حمله ها، طبقه بندي حمله: و تهدید ها •

پنج گانه لایه هاي
ثابت، شبکه هاي در کلید توزیع روش هاي شبکه، امنیت پروتکل هاي در رمزنگاري کاربردهاي کاربردي: رمزنگاري •

بلوکی زنجیره و بی نامی ، روش هاي موردي، و سیار،
،(NAC) شبکه و سیستم در دسترسی کنترل آتش، دیواره هاي معماري ،SAFE معماري امن: شبکه هاي معماري •

(DLP) اطلاعات رفتن بین از و نشت از جلوگیري روش هاي
VPN فناوري هاي نفوذ، تشخیص سامانه هاي مسیریابی، امنیت •

بی سیم شبکه هاي امنیت •

شبکه در فورنزیک ترافیک، تحلیل روش هاي شبکه، امنیت در نو روندهاي •

خصوصی حریم حفظ و اشیا اینترنت امنیت •

چندابري و ابر امنیت ،SDC و ،SET ،PCI-DSS فناوري هاي ،IP Telephony و VoIP سرویس در امنیت •

MPC و گروهی امضاهاي مانند رمزنگاري پیشرفته کاربردهاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 25 میان ترم: آزمون •

نمره درصد 30 پایان ترم: آزمون •

درصد 15 ارائه: •
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پیشنهادي علمی منابع
[1] William Stallings.Cryptography and Network Security - Principles and Practice. Pearson, 8th Edition. 2020,

[2] Darren Death. Information Security Handbook. Packet Publishing. 2017.

[3] M. Ciampa. Security+ Guide to Network Security Fundamentals. Cengage Learning, 2015.

[4] William Stallings. Network Security Essentials: Applications and Standards. Pearson; 6th Edition, 2016.

[5] C. Douligeris and D. N. Serpanos. Network Security: Current Status and Future Directions. Wiley-IEEE
Press, 2007.



464 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

نهفته سیستم هاي در مصنوعی هوش فارسی: به درس عنوان
واحد و درس نوع AI in Embedded Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
و پیاده سازي، طراحی، زمینه در دانشجویان مهارت هاي و دانش توسعه نهفته، سیستم هاي در مصنوعی هوش درس هدف
مفاهیم آموزش بر درس این است. محدود منابع با سیستم هاي در مصنوعی هوش الگوریتم هاي و روش ها از بهره برداري
کارآمد و نوآورانه راه حل هاي تا می سازد قادر آن ها، از استفاده با را دانشجویان و دارد تمرکز مصنوعی هوش پیشرفته و اساسی
عملی، فرصت هاي کردن فراهم و نظري مطالب ارائه با درس این کنند. ارائه نهفته سیستم هاي در موجود مختلف مسائل براي
محیط یک ایجاد و می کند آماده نهفته سیستم هاي و مصنوعی هوش حوزه در واقعی چالش هاي با مواجهه براي را دانشجویان

می کند. تضمین را تعاملی و فعال آموزشی

سرفصل ها
آن نظایر و stm32 ،ARM نانو، آردوینو بوردهاي با آشنایی نهفته محاسبات فناوري با آشنایی و مقدمات •

مصنوعی هوش الگوریتم هاي در پردازش و محاسباتی مبانی نهفته، نرم افزار مهندسی و نهفته سیستم هاي •

آن نظایر و Torch ،EIE ،Tensorflow Lite عمیق یادگیري کتابخانه هاي و توسعه ابزارهاي •

Heap پشته، داده، حافظه کد، حافظه مانند داده حافظه نهفته، سیستم هاي در حافظه ساختار •

دقیق تنظیم آموزش روش هاي و مگابایت یک از کمتر حافظه وجود با نهفته بورد روي آموزش روش هاي دقیق بررسی •

بورد روي
عقب به رو انتشار و جلو به رو انتشار مانند مفاهیمی عمیق، یادگیري مدل هاي عصبی، شبکه هاي بررسی و معرفی •

برداري محاسبات با کانولوشن عمل در سرعت تسریع روش هاي کانولوشن، عمل بررسی •

لازم جمع هاي و ضرب تعداد و عمیق عصبی شبکه مدل حجم کاهش براي سخت افزار نرم افزار همروند طراحی •

از مدل هاي اجراي براي Stm32 و ARM بوردهاي آموزش نحوه عمیق، یادگیري روش هاي با ماشین بینایی بررسی •

دیده آموزش پیش
تشخیص اشیا، تشخیص روش هاي اجراي براي stm32F704 و Arduino قبیل از سخت افزاري بوردهاي برنامه ریزي •

فرد
عمیق یادگیري مدل هاي بهینه سازي با مرتبط مفاهیم نهفته سیستم هاي روي بر Tiny AL و Tiny ML از استفاده •

کم حجم محاسبات و
حجم کاهش براي چندي سازي و دقیق تنظیم و تکراري کردن هرس روش هاي ،Auto ML مانند تکنیک هایی بررسی •

مدل ها.
دقیق تنظیم و انتقالی یادگیري روش هاي از استفاده و توزیع شده یادگیري •

نهفته سیستم هاي در آن از استفاده و بینایی مبدل مدل هاي با آشنایی •
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(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 50 پایانی: و میان ترم آزمون هاي •

نمره درصد 20 پژوهشی: پروژه •

پیشنهادي علمی منابع
[1] P. Warden and D. Situnayake. TinyML: Machine Learning with TensorFlow Lite on Arduino and Ultra-

Low-Power Microcontrollers. O’Reilly Media, 2020

[2] B. Moons, D. Bankman, and M. Verhelst. Embedded Deep Learning: Algorithms, Architectures and
Circuits for Always-on Neural Network Processing. Springer, 2019.

[3] A. Krishna Gupta and S. P. Nandya. Deep Learning on Microcontrollers: Learn how to develop embedded
AI applications using TinyML. BPB Publications, 2023.
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کم مصرف دیجیتال سیستم هاي طراحی فارسی: به درس عنوان
واحد و درس نوع Low-Power Digital System Design انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
گرما مدیریت و مصرفی انرژي کاهش مصرفی، توان کاهش براي طراحی روش هاي با دانشجویان آشنایی درس این از هدف

است. دیجیتال سیستم هاي و کامپیوترها در

سرفصل ها
توان، کم دیجیتال سیستم هاي در طراحی اهداف متوسط، و لحظه اي مصرفی توان و انرژي کاهش اهمیت مقدمه: •

مختلف تجرید سطوح در توان کاهش روش هاي تفاوت مصرفی، توان انواع
تراشه داخل اتصالات سطح در مصرفی توان کاهش •

مدار سطح در مصرفی توان کاهش •

گیت سطح در مصرفی توان کاهش •

ثبات انتقال سطح در مصرفی توان کاهش •

سیستم سطح در مصرفی توان کاهش •

آن روش هاي و دما مدیریت •

غیره و معکوس پذیر آدیاباتیک، مدارهاي مانند مرتبط موارد سایر •

(پیشنهادي) ارزشیابی روش
نمره درصد 20 تکالیف مستمر: ارزش یابی •

نمره درصد 20 گزارش ارائه و مقالات بررسی •

نمره درصد 35 نوشتاري نهایی: آزمون •

نمره درصد 25 پروژه و کامپیوتري تکالیف پروژه: •

پیشنهادي علمی منابع
[1] C. Pigoet (Ed). Low-Power Electronics Design. CRC Press, 2018.

[2] J. M. Rabaey, A. Chandrakasan, and B. Nikolic . Digital Integrated Circuits: A Design Perspective. 2nd
Edition, Pearson Education, 2003.
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کلان داده پردازش فارسی: به درس عنوان
واحد و درس نوع Big Data Processing انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
با مرتبط زیرساخت هاي در مطرح مسائل و مفاهیم با دکترا و ارشد کارشناسی دانشجویان کردن آشنا درس، این هدف
می شود تدریس عملی و ملموس صورت به درس این در مطرح مفاهیم تمامی است. بزرگ داده هاي مدیریت و ذخیره سازي
به کنند. کار عملی صورت به آن ها با و کرده راه اندازي را تدریس شده زیرساخت هاي که می شود خواسته دانشجویان از و
آموزش حین در و شود انتخاب نیز آن از عملی فناوري یک زیرساختی، مفهوم هر از است شده سعی بهتر همگرایی منظور
Hadoop و Apache پشته از فناوري هاي همه آسان تر، یکپارچگی همچنین و بیشتر راحتی منظور به گردد. تدریس مفاهیم

شده اند. انتخاب

سرفصل ها
عامل سیستم بر عملی مروري •

عملی صورت به داده پایگاه هاي بر مروري •

کانتینر فناوري و مجازي ماشین هاي •

(MapReduce و Hadoop (مانند حجیم داده هاي تحلیل در عامل سیستم با مرتبط مفاهیم •

Hadoop در کاري جریان هاي •

Spark و حافظه اي داخل محاسبات •

HBase و Hive در آن ها کاوش و داده انبار هاي •

(Flume و Sqoop (با داده یکپارچگی •

(DataFrame و Spark SQL ،Pig (با بالاتر لایه APIهاي با داده تحلیل •

Spark با توزیع شده ماشین یادگیري بر مقدمه اي •

(پیشنهادي) ارزشیابی روش
نمره) درصد 40) پایان نیم سال و میان نیم سال آزمون هاي آزمون: •

نمره). درصد 40) می شوند داده تحویل نیم سال طول در که عملی پروژه یک و تئوري تمرین سه پروژه: و تمرین •

استاد کمک با را پژوهش کار دانشجو می شود. تعیین پایان نیم سال آزمون از قبل پژوهش موضوع پژوهشی: گزارش •

نمره). درصد 20) می دهد ارائه گزارش قالب در را پژوهش نتیجه کار، انجام از پس و کرده آغاز درس

پیشنهادي علمی منابع

[1] B. Bengfort and J. Kim. Data analytics with Hadoop: an introduction for data scientists. O’Reilly, 2016.
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ماشین یادگیري فارسی: به درس عنوان
واحد و درس نوع Machine Learning انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مهم جنبه هاي و گرفته صورت زمینه این مختلف شاخه هاي با آشنایی و شده مطرح ماشین یادگیري مفاهیم درس این در
یادگیري حوزه در می شود. بحث مهم الگوریتم هاي و تکنیک ها مختلف، شاخه هاي در شد. خواهد معرفی آن نظري و عملی
خواهد معرفی مدل ها ارزیابی و مسائل این حل روش هاي و گرفت خواهند قرار بررسی مورد دسته بندي و رگرسیون نظارت، با
مورد در نظارت، بدون یادگیري بخش در می شود. مطرح مربوطه الگوریتم هاي و دیدگاه ها انواع بندي، دسته براي شد.
تقویتی یادگیري با مختصري آشنایی نهایت در شد. خواهد صحبت خوشه بندي و نظارت بدون ابعاد کاهش چگالی، تخمین

گرفت. خواهد صورت

سرفصل ها
یادگیري مختلف رویکردهاي و پایه مباحث مقدمه: •

واریانس و بایاس مصالحه و سازي منظم آماري، رگرسیون غیرخطی، و خطی رگرسیون بیش برازش، رگرسیون: •

لجستیکی رگرسیون تصمیم، تئوري احتمالاتی: محور، قاعده دسته اي، چند دسته بندي دسته بندي: •

پشتیبان بردار ماشین فیشر، جداساز تمایزي: دسته بندي •

تصمیم درخت هرس و C4.5 ،ID3 الگوریتم اطلاعات، بهره و آنتروپی تصمیم: درخت •

EM و Bayesian ،MLE پارامتر: تخمین روش هاي •

(CCA) متعارف همبستگی تحلیل ،(PCA) اصلی مولفه هاي تحلیل ابعاد: کاهش •

طیفی و چگالی بر مبتنی مراتبی، سلسله افرازي، روش هاي خوشه بندي: •

ویژگی انتخاب و مدل انتخاب متقابل، سنجی اعتبار مدل ها: کردن تنظیم و ارزیابی •

همسایه نزدیکترین k دسته بندي غیرپارامتري، چگالی تخمین نمونه: بر مبتنی یادگیري روش هاي •

bagging ،adaboost ،boosting جمعی: یادگیري •

کیو یادگیري سارسا، الگوریتم بی مدل، و مدل بر مبتنی روش هاي مارکوف، تصمیم فرایند تقویتی: یادگیري •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 60 پایانی: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: پروژه •



469 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

پیشنهادي علمی منابع
[1] K. Murphy. Machine Learning: A probabilistic Perspective. MIT Press, 2013.

[2] C. M. Bishop. Pattern Recognition and Machine Learning. Springer, 2006.

[3] E. Alpaydin. Introduction to Machine Learning. MIT Press, 2020.
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سیار شبکه هاي فارسی: به درس عنوان
واحد و درس نوع Mobile Networks انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
مدل سازي، جنبه هاي بر تاکید با و 3 و 2 لایه هاي بر تمرکز با سیار و بی سیم شبکه هاي با عمیق آشنایی درس این از هدف
ساخت یافته، بی سیم شبکه هاي شامل درس این مباحث است. مربوطه پروتکل هاي بهینه سازي و طراحی و کارایی، تحلیل
در مطرح فناوري جدید مرزهاي این، بر علاوه است. بین خودرویی شبکه هاي و توري، حسگر، موردي، سیار شبکه هاي
این در نیز موبایل لبه محاسبات و موبایل ابري محاسبات پهپاد)، بر (مبتنی هوایی بی سیم شبکه هاي شامل سیار شبکه هاي

می گیرد. قرار توجه مورد درس

سرفصل ها
زیرساخت بر غیرمبتنی و زیرساخت بر مبتنی سیار و بی سیم شبکه هاي انواع اولیه، مفاهیم •

سرویس کیفیت نیازمندي هاي و کاربردها •

گسترده باند پهناي با سیستم هاي و MIMO؛ جمله از بی سیم ارتباطات در پایه مدل هاي و روش ها مفاهیم، •

RSMA ،NOMA ،TDMA ،OFDMA ،CDMA شامل چندگانه دسترسی روش هاي انواع •

و CSMA/CA ،CSMA ،Aloha شامل (WLANs) سیم بی محلیّ شبکه هاي و تصادفی دسترسی روش هاي انواع •

IEEE 802.11 ،IEEE 802.11e،.IEEE 802.11-DCF ،WLAN پروتکل هاي
(MANETs) موردي سیّار شبکه هاي •

(WMNs) بی سیم توري شبکه هاي •

(WSNs) بی سیم حسگر شبکه هاي •

(VANETs) بین خودرویی شبکه هاي •

(MEC) سیار لبه محاسبات و سیار ابري محاسبات •

پهپاد بر مبتنی سیار شبکه هاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 30 پروژه: و تمرین ها •

نمره درصد 60 پایان ترم: و میان ترم آزمون هاي •

نمره درصد 10 پژوهشی: سمینار •
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پیشنهادي علمی منابع
[1] A. Kumar, D. Manjunath, and J. Kuri. Wireless Networking. Morgan Kaufmann. 2008.

[2] C. M. Cordeiro and D. P. Agrawal. Ad-Hoc and Sensor Networks: Theory and Applications. 2nd Edition,
World Scientific. 2011.

[3] K. Al Agha, G. Pujolle, T. Ali-Yahiya. Mobile and Wireless Networks. Wiley, 2016

[4] M. Hassan. Wireless and Mobile Networking. Routledge, 2022
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صوري درستی یابی و مدل سازي فارسی: به درس عنوان
واحد و درس نوع Formal Modeling and Verification انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
توصیف است. واکنشی و همروند سیستم هاي مدل وارسی و صوري توصیف روش هاي با دانشجویان آشنایی درس این هدف
وارسی می شوند. تبدیل گذار سیستم هاي به خود نوبه به که می شود انجام بالا سطح مدل سازي زبان هاي توسط سیستم ها

می شود. انجام شناخته شده زمانی منطق هاي بر مبتنی مدل

سرفصل ها
درستی یابی بر مقدمه اي •

برنامه ها گراف و گذار سیستم هاي •

اکتور مدل و پتري، شبکه هاي پروملا، بالا: سطح مدل سازي •

خطی خاصیت هاي •

انصاف •

منظم خاصیت هاي •

خطی زمانی منطق •

محاسبه درخت منطق •

هیبرید و زمانی خودکاره هاي •

احتمالاتی مدل وارسی •

مدل یادگیري •

درس) استاد تشخیص به بنا (اختیاري؛ تجرید و ارزي هم •

درس) استاد تشخیص به بنا (اختیاري؛ جزئی ترتیب کاهش •

(پیشنهادي) ارزشیابی روش
نمره درصد 60 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 40 نیم سال: پایان آزمون •
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پیشنهادي علمی منابع
[1] C. Baier and J. P. Katoen. Principles of Model Checking. MIT Press, 2008.

[2] S. Kundu, S. Lerner, and R. Gupta. High-Level Verification: Methods and Tools for Verification of
System-Level Designs. Springer-Verlag, 2014.

[3] M. Ben-Ari. Principles of the Spin Model Checker. Springer-Verlag, 2008.

[4] M. Huisman and A. Wijs. Concise Guide to Software Verification: From Model Checking to Annotation
Checking. Springer International, 2023.

[5] E.M. Clarke, O. Grumberg, D. Kroening, D. Peled, and H. Veith. Model Checking. MIT Press, 2018.

[6] C. Baier and J. P. Katoen. Principles of Model Checking. MIT Press, 2008.



474 / کامپیوتر علم و مهندسی تکمیلی تحصیلات برنامه

اتکاپذیر نرم افزاري سیستم هاي فارسی: به درس عنوان
واحد و درس نوع Dependable Software Systems انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
نرم افزاري، سیستم یک اجزاي تمام در مهم بسیار کیفی نیازمندي یک عنوان به اتکاپذیري مفهوم با آشنایی درس هدف
این در است. نرم افزاري سیستم یک بودن اتکاپذیر از اطمینان روش هاي و اتکاپذیر نرم افزاري سیستم هاي ساخت روش هاي
تشخیص، اصولی روش هاي و کرد خواهند پیدا نرم افزاري سیستم هاي در عیوب انواع با عمیقی نسبتاً آشنایی دانشجویان درس

گرفت. فراخواهند را نرم افزاري سیستم هاي در اشکال ترمیم و تحمل ارزیابی،

سرفصل ها
اتکاپذیري با ارتباط در نرم افزار مهندسی چالش هاي •

کارایی و امنیت تاب آوري، اتکاپذیري، با مرتبط واژگان معرفی •

نرم افزارها و سیستم ها در گوناگونی و افزونگی روش هاي •

نرم افزار اتکاپذیري مدل سازي •

نرم افزار اطمینان قابلیت تحلیل •

نرم افزار بازجوان سازي و پیري •

مربوط تحلیل هاي و وارسی نقطه روش •

نرم افزار خرابی درخت تحلیل •

بیدرنگ نهفته و بحرانی-ایمنی نرم افزارهاي •

خودرو نظیر خاص کاربردي دامنه در نرم افزار کیفیت تضمین استانداردهاي •

(پیشنهادي) ارزشیابی روش
نمره درصد 40 نیم سال: طول در کلاسی فعالیت هاي •

نمره درصد 40 نیم سال: پایان آزمون •

نمره درصد 20 پروژه: •
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پیشنهادي علمی منابع
[1] F. J. Furrer. Safety and Security of Cyber-Physical Systems: Engineering Dependable Software using

Principle-based Development. Springer Vieweg, 2022.

[2] S. Bernardi, J. Merseguer, and D. C. Petriu. Model-Driven Dependability Assessment of Software Systems.
Springer, 2013.

[3] C. Hobbs. Embedded Software Development for Safety-Critical Systems. 2nd Edition, CRC Press, 2020.

[4] I. Koren and C.M. Krishna. Fault-Tolerant Systems. 1st Edition, Morgan Kaufmann Publishers, Elsevier,
2007.

[5] H. Pham. System Software Reliability. Springer-Verlag, 2006.
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شبکه مجازي سازي و نرم افزاري سازي فارسی: به درس عنوان

واحد و درس نوع Network Softwarization and

Virtualization
انگلیسی: به درس عنوان

□✓ نظري □ پایه − پیش نیاز: دروس
□ عملی □ الزامی تخصصی − هم نیاز: دروس
□ نظري-عملی □✓ اختیاري تخصصی 3 واحد: تعداد

□ مهارتی 48 ساعت: تعداد

کلی هدف
در انقلابی که است آن مجازي سازي و شبکه کردن نرم افزاري جدید فناوري دو با دانشجویان آشنایی درس، این از هدف
کمتر، قیمت با می توانند و گرفته اند خدمت به شبکه ها ارتقاي براي را ابري بسترهاي فناوري ها این نموده اند. ایجاد ارتباطات
موبایل سیستم هاي در مذکور فناوري هاي دهند. قرار کاربران اختیار در را شبکه سرویس هاي بیشتر، انعطاف و بالاتر کیفیت

دارند. اساسی نقش ماهواره اي سیستم هاي با موبایل تجمیع در نیز و 6 و 5 نسل

سرفصل ها
(Software Defined Networks :SDN) نرم افزار با شده تعریف برشبکه هاي مقدمه اي •

mininet و (OVS) Open vSwitch APIهاي و (Emulators) مقلدها داده، صفحه •

ODL و ONOS کننده هاي کنترل و کنترل صفحه •

Tshark و شبکه مونیتورینگ •

(P4 ،Programmable Networks) برنامه پذیر شبکه هاي •

نوري برنامه پذیر WAN و برنامه پذیر (WAN) گسترده شبکه هاي برنامه پذیر، رادیویی دسترسی شبکه هاي •

6 و 5 نسل موبایل شبکه هاي و هوشمند، شهر اشیا، اینترنت در کاربردها •

و (Orchestration) هم نوازي ،(NFV) شبکه مجازي شده توابع ،(Network Virtualization) شبکه مجازي سازي •

Openstack و ابري، محاسبات بر مقدمه اي

(پیشنهادي) ارزشیابی روش
نمره درصد 40 تمرین ها: و کوئیز •

نمره درصد 30 پایان ترم: آزمون •

نمره درصد 30 پروژه: •

پیشنهادي علمی منابع
[1] B. Fetia, M. Abdelhamid, and S. Sami. Software-defined networking: Extending SDN control to large-scale

networks. Wiley-ISTE. 2022

[2] G. Pujolle. Software Networks. 2nd Edition. Wiley-ISTE. 2020


